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Summary

The thesis presents a first step towards a family index theorem for classical elliptic
self-adjoint boundary value problems. We address here the simplest non-trivial case
of manifolds with boundary, namely the case of two-dimensional manifolds. Over
such a manifold, that is, a smooth compact surface with non-empty boundary, we
consider first order self-adjoint elliptic differential operators with self-adjoint elliptic
local boundary conditions. The first part of our results concerns paths in the space of
such boundary value problems connecting two boundary value problems conjugated
by a unitary automorphism. We compute the spectral flow for such paths in terms of
the topological data over the boundary. In addition, we show that the spectral flow
is a universal additive invariant for such paths if the vanishing on paths of invert-
ible operators is required. The second part of our results concerns families of such
boundary value problems parametrized by points of an arbitrary compact topological
space X. We prove a family index theorem for such families, namely, we compute the
K1(X)-valued analytical index of a family in terms of the topological data over the
boundary. In addition, we show that the index is a universal additive invariant for
such families if the vanishing on families of invertible operators is required.
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Preface

An index theory for families of elliptic operators on a closed manifold was developed
by Atiyah and Singer in [AS2]. For a family of such operators, parametrized by
points of a compact space X, the K0(X)-valued analytical index was computed there
in purely topological terms.

An analog of this theory for self-adjoint elliptic operators on closed manifolds was
developed by Atiyah, Patodi, and Singer in [APS]; the analytical index of a family in
this case takes values in the K1 group of a base space.

If a family of self-adjoint operators is parametrized by points of a circle, then the
K1(S1)-valued index can be identified with an integer-valued spectral invariant called
the spectral flow. This invariant has clear analytical meaning: it counts with signs the
number of eigenvalues passing through zero from the start of the path to its end. The
theory developed by Atiyah, Patodi, and Singer in [APS] gives also the formula for
the spectral flow for a loop of self-adjoint elliptic operators on a closed manifold.

The situation becomes much more complicated if a manifold has non-empty bound-
ary. The integer-valued index of a single boundary value problem was computed by
Atiyah and Bott [AB] and Boutet de Monvel [BM]. This result was generalized to
the K0(X)-valued analytical index for families of boundary value problems by Melo,
Schrohe, and Schick in [MSS].

Manifolds with boundary: self-adjoint case. The case of self-adjoint boundary
value problems, however, remains largely open. While Boutet de Monvel’s pseudo-
differential calculus allows to investigate boundary value problems of different types
in a uniform manner, self-adjoint operators seem to lack such a theory. In this case,
two different kinds of boundary conditions, global and local, were investigated sepa-
rately and by different methods.

For Dirac operators on odd-dimensional manifolds with global boundary conditions
of Atiya-Patodi-Singer type, Melrose and Piazza computed the odd Chern character
of the K1(X)-valued index [MP2], which determines the index up to a torsion. This
result is an odd analog of [MP1].

Self-adjoint case: local boundary conditions. For Dirac operators with classical
(that is, local) boundary conditions some partial results were obtained in [P1, KN,
GL, Yu].

The spectral flow for curves of Dirac operators over a compact surface was computed
by the author in [P1] in a very special case, where all the operators have the same
symbol and are considered with the same boundary condition. Later the results of
[P1] were improved and generalized to manifolds of higher dimension by Katsnelson
and Nazaikinskii in [KN] and by Gorokhovsky and Lesch in [GL].

For compact manifolds of arbitrary dimension, Katsnelson and Nazaikinskii expressed
the spectral flow of a curve of Dirac operators with local boundary conditions as the
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(integer-valued) index of the suspension of the curve [KN]. See also [RS] for a similar
result in a more general context.

Gorokhovsky and Lesch considered the straight line between the operators D⊗ Id
and g(D⊗ Id)g∗, where D is a Dirac operator on an even-dimensional compact man-
ifold M and g is a smooth map from M to the unitary group U(Cn). They take the
same local boundary condition for all the operators along this line. Using the heat
equation approach, they expressed the spectral flow along this line in terms of the
spectral flow of boundary Dirac operators [GL].

The result of Gorokhovsky and Lesch was generalized to the higher spectral flow
case by Yu. In the general situation, the higher spectral flow is defined for a self-
adjoint family parametrized by points of the product X = Y × S1 provided that the
restriction to Y × {pt} has vanishing index in K1(Y). The higher spectral flow of such
a family takes values in K0(Y) and may be identified with the K1(X)-valued index of
the family. Yu considered a Y-parametrized family of Dirac operators on an even-
dimensional manifold M, with local boundary conditions, whose K1(Y)-valued index
vanishes. From such a family and a map M → U(Cn), he constructed a family of
straight lines of Dirac operators, as in [GL]. He expressed the higher spectral flow
of such a family in terms of the higher spectral flow of the family of boundary Dirac
operators [Yu].

Unfortunately, the methods of [KN, GL, Yu] use essentially the specific nature of
Dirac operators and cannot be applied to more general classes of self-adjoint elliptic
differential operators.

In this thesis we generalize the previous results in two directions. First, we consider
arbitrary first order self-adjoint elliptic differential operators, not necessarily of Dirac
type. Second, we consider families of such operators parametrized by points of an
arbitrary compact space X. Our results may be viewed as a first step towards a general
family index theorem for classical self-adjoint boundary value problems.

We address here the simplest non-trivial case of manifolds with boundary, namely
the case of two-dimensional manifolds. We consider first order differential operators
on such manifolds with local, or classical, boundary conditions (that is, boundary
conditions defined by general pseudo-differential operators, in particular boundary
conditions of Atiyah-Patodi-Singer type, are not allowed). As it happens, in this
setting all the work can be done by topological means only, without using of pseudo-
differential calculus.

Spectral flow. Part V of the thesis deals with the simplest non-trivial case of the
family index for self-adjoint operators, namely the case of one-dimensional parameter
space. In this case the K1(S1)-valued index can be identified with the spectral flow.

The computation of the spectral flow for paths of first order self-adjoint elliptic oper-
ators over a surface is important for some applications in condensed matter physics.
For example, the Aharonov-Bohm effect for a single-layer graphene sheet with holes
arises if a one-parameter family of Dirac operators has non-zero spectral flow. The
varying free term of the Dirac operator corresponds to a varying magnetic field,
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while the path connecting two gauge equivalent operators corresponds to the situa-
tion where magnetic fluxes through holes change by integer numbers in the units of
the flux quantum. The spectral flow for such paths of Dirac operators was computed
by the author in [P1]. However, some other possible realizations of the Aharonov-
Bohm effect in condensed matter physics are described by self-adjoint elliptic opera-
tors of non-Dirac type and require different mathematical tools for their investigation.

Part V of the thesis is devoted to the arising mathematical problem, namely compu-
tation of the spectral flow for such a family. We compute the spectral flow in terms
of the topological data extracted from the corresponding one-parameter family of
operators and boundary conditions. In addition, we show that the spectral flow is a
universal additive invariant for such a family if the vanishing on families of invertible
operators is required.

Family index. In the next part of the thesis, Part VI, we generalize the results of
Part V to families of self-adjoint elliptic local boundary value problems on a compact
surface parametrized by points of an arbitrary compact space X. In this case, the integer-
valued spectral flow is replaced by the analytical index taking values in the Abelian
group K1(X).

We prove an index theorem for families of such boundary value problems. As we
show, the analytical index in our case depends only on the topological data over the
boundary. We define the K1(X)-valued topological index in terms of these data and
show that the analytical and the topological index coincide.

The second result of Part VI, or rather a collection of results, is universality of the index
for families of such boundary value problems. We show that the Grothendieck group
of homotopy classes of such families modulo the subgroup of invertible families is
the K1-group of the base space, with an isomorphism given by the index. In fact, we
prove stronger results, dealing with the semigroup of such families without passing
to the Grothendieck group.
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List of symbols and abbreviations

Throughout the thesis a “Hilbert space” always means a separable complex Hilbert
space of infinite dimension, a “compact space” always means a compact Hausdorff
topological space, and a “surface” always means a smooth compact oriented con-
nected surface with non-empty boundary. By the “symbol of a differential operator”
we always mean its principal symbol.

B(H) is the space of bounded linear operators on a Hilbert space H with the norm
topology.
K(H) is the subspace of B(H) consisting of compact operators.
U(H) is the subspace of B(H) consisting of unitary operators.
UK(H) is the subspace of U(H) consisting of unitaries u such that 1 − u is a compact
operator.

R(H) denotes the space of regular (that is, closed and densely defined) operators on
H equipped with the graph topology.
Rsa(H) is the subspace of R(H) consisting of self-adjoint operators.
Rsa
K (H) is the subspace of Rsa(H) consisting of operators with compact resolvents.

Rsa
F (H) is the subspace of Rsa(H) consisting of Fredholm operators.

M is a smooth compact Riemannian manifold (in the main part of the thesis it is a
surface) with non-empty boundary.
E is a complex Hermitian vector bundle over M.
X is a compact parameter space.

End(E) is the space of smooth bundle endomorphisms of E.
U(E) is the group of smooth unitary bundle automorphisms of Ewith the C1-topology.

Vect X is the class of all Hermitian vector bundles over X.
Vect∞M is the class of all smooth Hermitian vector bundles over M.
Vect X, M is the class of all locally trivial fiber bundles E over X with fibers Ex ∈ Vect∞M
and the structure group U(Ex).

Ell(E) is the space of first order formally self-adjoint elliptic differential operators
acting on sections of E.
Ell(E) is the space of pairs (A,L) such that A ∈ Ell(E) and L is a self-adjoint elliptic
local boundary condition for A.

sf (γ) denotes the spectral flow of a path γ in Rsa
F (H) or in Ell(E).

ind(γ) denotes the family index of a map γ : X→ Rsa
K (H).

inda(γ), respectively indt(γ), denotes the analytical, respectively topological, index of
a map γ : X→ Ell(E).
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Introduction
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1 Unbounded operators

Let H be a Hilbert space. A closed linear operator A on H is a (not necessarily
bounded) linear operator acting from a linear subspace dom(A) ⊂ H to H such that
its graph is closed in H⊕H. The natural topology on the set of closed operators on H
is the so-called graph topology induced by the metric δ (A1,A2) = ‖P1 − P2‖, where
Pi denotes the orthogonal projection of H⊕H onto the graph of Ai.

Denote by R(H) the space of regular (that is, closed and densely defined) operators
on H equipped with the graph topology.

Fredholm operators. The space RF(H) of regular Fredholm operators on H, as well
as its subspace RK(H) consisting of operators with compact resolvents, is a classi-
fying space for the functor K0 [Jo]. The Fredholm index ind(A) = dim Ker(A) −
dim Coker(A) of an operator A is constant on the connected components of both
RF(H) and RK(H) and defines the bijection between the set of connected components
and the group Z of integers.

If an operator A is self-adjoint, then its integer-valued index vanishes; the same is
true for the K0(X)-valued index of a family of self-adjoint operators parametrized by
points of a compact space X. However, self-adjoint operators have another kind of
invariant, namely the K1(X)-valued family index, which is identified with the spectral
flow if X is a circle.

The spectral flow for self-adjoint unbounded operators. Denote by Rsa(H) the sub-
space of R(H) consisting of self-adjoint operators on H and by Rsa

F (H) the subspace
of Fredholm self-adjoint operators. The space Rsa

F (H) is path-connected, and its fun-
damental group is isomorphic to Z. This isomorphism is given by the 1-cocycle on
Rsa
F (H) called the spectral flow. Roughly speaking, the spectral flow counts with signs

the number of eigenvalues passing through zero from the start of the path to its end
(the eigenvalues passing from negative values to positive one are counted with a plus
sign, and the eigenvalues passing in the other direction are counted with a minus
sign). See [BLP] for a rigorous definition.

The (integer-valued) spectral flow plays the same role for loops of Fredholm self-
adjoint operators as the integer-valued index dim Ker(A) − dim Coker(A) plays for
Fredholm operators.

Family index for self-adjoint unbounded operators. Denote by Rsa
K (H) the subspace

of R(H) consisting of self-adjoint operators with compact resolvents. By results of
Joachim [Jo], both Rsa

K (H) and Rsa
F (H) are classifying spaces for the functor K1.

The Cayley transform A 7→ κ(A) = (A− i)(A+ i)−1 is a continuous embedding of
Rsa(H) into the unitary group U(H). It takes Rsa

K (H) into the subgroup UK(H) of U(H)
consisting of unitaries u such that the operator 1 − u is compact. Hence Rsa

K (H) can
be considered as a subspace of UK(H).
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As is well known, the group [X,UK(H)] of homotopy classes of maps from a com-
pact topological space X to UK(H) is naturally isomorphic to K1(X). We define the
family index ind(γ) of a continuous map γ : X → Rsa

K (H) as the homotopy class of the
composition κ ◦ γ : X→ UK(H) considered as an element of K1(X),

ind(γ) = [κ ◦ γ] ∈ [X,UK(H)] = K1(X).

More generally, this definition works as well for families of regular self-adjoint oper-
ators with compact resolvents acting on fibers of a Hilbert bundle over X. See Section
8 for details.

2 Criteria for graph continuity

In this thesis we deal with families of differential operators on a manifold M with
boundary. To define the spectral flow or the analytical index for such a family, one
needs to ensure that the corresponding family of unbounded operators in H = L2(M)
is graph continuous. For elliptic operators on a closed manifold this is an easy task.
However, it is not so clear for boundary value problems on a manifold with boundary.
Part III of the thesis is devoted to solving this problem.

First, we deduce some general criteria describing when a family of closed operators
in H is graph continuous. Then, in Section 13, we apply these general results to a
particular case in hand, namely to differential operators on manifolds with boundary.

On the way we prove a result (Proposition 10.2) which gives an equivalent definition
of the gap topology on the space Gr(H) of all complemented closed linear subspaces
of a Banach space H. Namely, the gap topology on Gr(H) coincides with the quotient
topology induced by the map Proj(H)→ Gr(H), P 7→ ImP, where Proj(H) is the space
of all idempotents in B(H) with the norm topology. The author does not know if this
fact was noted before.

3 Elliptic local boundary value problems

Local boundary value problems on a compact manifold. Let M be a smooth com-
pact Riemannian manifold with non-empty boundary ∂M, and let E be a Hermitian
vector bundle over M. Denote by E∂ the restriction of E to ∂M. Let A be a first order
formally self-adjoint elliptic differential operator acting on sections of E. We consider
only local, or classical, boundary conditions for A, which are given by smooth sub-
bundles of E∂ (in particular, boundary conditions defined by spectral projections are
not allowed). A smooth subbundle L of E∂ defines the unbounded operator AL on
L2(E) with the domain

dom (AL) = {u ∈ H1(E) : u|∂M is a section of L} ,
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where H1(E) denotes the first order Sobolev space of sections of E.

The conormal symbol σ(n) of A defines the symplectic structure on the fibers of
E∂. For every non-zero cotangent vector ξ ∈ T∗x∂M the operator σ(nx)−1σ(ξ) has no
eigenvalues on the real axis. The invariant subspaces E+(ξ) and E−(ξ) of this operator
corresponding to eigenvalues with positive, respectively negative imaginary part are
Lagrangian subspaces of Ex.

A local boundary condition L is called elliptic, or Shapiro-Lopatinskii, boundary con-
dition for A if Lx is a complementary subspace for each E+(ξ), that is,

(3.1) Lx ∩ E+(ξ) = 0 and Lx + E
+(ξ) = Ex for every non-zero ξ ∈ T∗x∂M.

If L is elliptic for A, then AL is a closed operator on H = L2(E) with compact resol-
vents. If, in addition, L is a Lagrangian subbundle of E∂, that is,

(3.2) σ(n)L = L⊥,

then AL is self-adjoint.

We denote by Ell(E) the space of all such pairs (A,L) equipped with the C1-topology
on symbols of operators, the C0-topology on their free terms, and the C1-topology on
boundary conditions. We show in Part III that the natural inclusion

(3.3) ι : Ell(E) ↪→ Rsa
K (L2(E)) , (A,L) 7→ AL,

is continuous.

Local boundary value problems on a surface. Let now M be an oriented smooth
compact surface. Then T∗x∂M \ {0} consists of only two rays, so E∂ can be naturally
decomposed into the direct sum E+∂ ⊕ E

−
∂ of two Lagrangian subbundles. Their fibers

can be written as E+x = E+(ξ) and E−x = E−(ξ), where (n, ξ) is a positive oriented
frame in T∗xM.

The identity E+(−ξ) = E−(ξ) together with (3.2) allows to simplify ellipticity con-
dition (3.1). Namely, a self-adjoint elliptic local boundary condition for A is a La-
grangian subbundle L of E∂ satisfying

L∩ E+∂ = L∩ E−∂ = 0.

We show in Proposition 15.3 that such subbundles L are in a one-to-one correspon-
dence with self-adjoint bundle automorphisms T of E−∂ . This correspondence is given
by the rule

(3.4) L = KerPT with PT = P+
(
1 + iσ(n)−1TP−

)
,

where P+ denotes the bundle projection of E∂ onto E+∂ along E−∂ and P− = 1 − P+. If
A is the Dirac operator, then E+∂ and E−∂ are mutually orthogonal; in this case L can
be written as L =

{
u+ ⊕ u− ∈ E+∂ ⊕ E

−
∂ : iσ(n)u

+ = Tu−
}

.
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The topological data. We associate with an element (A,L) ∈ Ell(E) the vector sub-
bundle F = F(A,L) of E−∂ , whose fibers Fx, x ∈ ∂M, are spanned by the generalized
eigenspaces of Tx corresponding to negative eigenvalues. As we show in the thesis, in
two-dimensional case the vector bundle F = F(A,L) incorporates all the information
about (A,L) that we need to compute the spectral flow and the family index.

4 Spectral flow

The natural inclusion (3.3), ι : Ell(E) ↪→ Rsa
K (H) taking (A,L) to AL is continuous; see

Proposition 14.3. Thus the spectral flow sf (γ) is defined for every continuous path
γ : [0, 1]→ Ell(E).

The invariant Ψ. Let γ : [0, 1] → Ell(E), γ = (At,Lt) be a continuous path such that
γ(1) = gγ(0) for some smooth unitary bundle automorphism g of E. With every such
pair (γ,g) we associate the vector bundle F(γ,g) over the product ∂M×S1 as follows.
The one-parameter family (Ft) of subbundles Ft = F(At,Lt) of E∂ defines the vector
bundle over ∂M× [0, 1]. The condition γ(1) = gγ(0) implies F1 = gF0. Gluing F1 with
F0 twisted by g, that is, identifying (u, 1) with (gu, 0) for every u ∈ F0, we obtain the
vector bundle F = F(γ,g) over ∂M× S1.

The product ∂M× S1 is a disjoint union of tori. The orientation on M induces the
orientation on ∂M× S1. Evaluating the first Chern class of the vector bundle F(γ,g)
on the fundamental class of ∂M× S1, we obtain the integer-valued invariant

Ψ(γ,g) = c1(F(γ,g))[∂M× S1] =

m∑
j=1

c1(Fj)[∂Mj × S1],

where ∂Mj, j = 1 . . . ,m, are the boundary components and Fj is the restriction of
F(γ,g) to ∂Mj.

The spectral flow formula. The first main result of Part V is the following formula.

Theorem 22.1. Let γ : [0, 1]→ Ell(E) be a continuous path such that γ(1) = gγ(0) for some
smooth unitary bundle automorphism g of E. Then the spectral flow of γ can be computed in
terms of the topological data over the boundary:

(4.1) sf (γ) = c1(F(γ,g))[∂M× S1] = Ψ(γ,g).

Note that we do not require the weak inner unique continuation property for operators
γ(t). While Dirac operators always have this property, for general first order self-
adjoint elliptic operators this is not necessarily so.

Example: conjugation by a scalar function. In one particular case our spectral flow
formula (4.1) takes an especially simple form. Let (A,L) ∈ Ell(E) and let T = T(A,L)
be the bundle automorphism of E−∂ defined by the formula (3.4). The conjugation
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by a smooth function g : M → {z ∈ C : |z| = 1} preserves the symbol of A, that is,
gAg−1 −A = −g−1σA(dg) is a self-adjoint bundle endomorphism. Let Q : [0, 1] →
Endsa(E) be a one-parameter family of self-adjoint bundle endomorphisms such that
Q1 = Q0 − g

−1σA(dg).

Theorem 23.1. The spectral flow of the family (A+Qt, L) is equal to
∑m
j=1
εjgj, where εj is

the number of negative eigenvalues of T (counting multiplicities) on ∂Mj and gj is the degree
of the restriction of g to ∂Mj.

In Appendix A we apply Theorem 23.1 to Dirac operators on a planar domain. Our
aim there is to provide the reader with the simplest and most basic examples. In
addition, these examples may be useful for condensed matter physics; one of the
possible applications is to the Aharonov-Bohm effect for a single-layer graphene sheet
with holes.

Universality of the spectral flow. The second main result of Part V is the universality
of the spectral flow for paths in Ell(E) with conjugate ends.

Let U(E) denote the group of smooth unitary bundle automorphisms of E. For g ∈
U(E) we denote by ΩgEll(E) the space of continuous paths γ : [0, 1]→ Ell(E) such that
γ(1) = gγ(0), equipped with the compact-open topology.

Recall that every complex vector bundle over M is trivial and that Ell(E) is empty for
bundles E of odd rank. Denote by 2kM the trivial vector bundle of rank 2k over M
with the standard Hermitian structure.

Theorem 24.1. Let Λ be a commutative monoid. Suppose that we associate an element
Φ(γ,g) ∈ Λ with every path γ ∈ ΩgEll(2kM) for every k ∈ N and every g ∈ U(2kM).
Then the following two conditions are equivalent:

1. Φ is homotopy invariant, additive with respect to direct sums, and vanishing on paths
of invertible operators.

2. Φ has the form Φ(γ,g) = c · sf(γ) for some (invertible) constant c ∈ Λ.

The homotopy invariance here is understood as the invariance with respect to a
change of a path in the space ΩgEll(E) of all paths in Ell(E) with ends conjugated
by a fixed unitary automorphism g of E. In other words, Φ is constant on path con-
nected components of ΩgEll(2kM).

By vanishing on paths of invertible operators we mean thatΦ vanishes onΩgEll0(2kM)

for every k and g, where Ell0(E) denotes the subspace of Ell(E) consisting of all pairs
(A,L) such that the unbounded operator AL is invertible (or, what is the same, has no
zero eigenvalues).

A similar result holds also for invariants Φ defined only on loops γ ∈ ΩEll(2kM),
which is a particular case of Theorem 34.5 from Part VI.

It is known that the spectral flow is a universal homotopy invariant for loops in the
space Rsa

F (H), and that the spectral flow is additive with respect to direct sums and
vanishes on loops of invertible operators. But the space Ell(E) is only a tiny part
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of Rsa
F (L

2(E)). Universality is usually lost after passing to a subspace, so we cannot
expect the spectral flow to be a universal invariant for loops in Ell(E). Indeed, for any
given E the map sf : [S1, Ell(E)] → Z is not injective. It is surprising that considering
all vector bundles over M together is enough to restore the universality.

Universality of Ψ. The proofs of both the spectral flow formula and the universality
of the spectral flow are based upon the following result, universality of Ψ, which we
prove in Section 19 using topological means only.

Denote by Ell+(E), respectively Ell−(E) the subspace of Ell(E) consisting of all (A,L)
with positive, respectively negative definite T , where the bundle automorphism T =
T(A,L) is defined by formula (3.4).

Theorem 19.3. Let Λ be a commutative monoid. Suppose that we associate an element
Φ(γ,g) ∈ Λ with every path γ ∈ ΩgEll(2kM) for every k ∈ N and g ∈ U(2kM). Then the
following two conditions are equivalent:

1. Φ is homotopy invariant, additive with respect to direct sums, and vanishing on con-
stant loops in Ell(2kM) and on paths in Ell+(2kM), Ell−(2kM) for every k.

2. Φ has the form Φ(γ,g) = c ·Ψ(γ,g) for some (invertible) constant c ∈ Λ.

The direction (2⇒ 1) follows immediately from the properties of Ψ. To prove (1⇒ 2),
we first notice that if an additive homotopy invariant Φ vanishes on ΩgEll+(2kM)

and ΩEll−(2kM) for every k and g, then it depends only on the class of F(γ,g) in
K0(∂M× S1). Next we show that vanishing of Φ on ΩgEll−(2kM) cancels the image
G∂ of the homomorphism K0(M× S1) → K0(∂M× S1) induced by the embedding
∂M× S1 ↪→M× S1. Similarly, vanishing of Φ on constant loops cancels the im-
age G∗ of the homomorphism K0(∂M) → K0(∂M × S1) induced by the projection
∂M× S1 → ∂M. The subgroup of K0(∂M× S1) spanned by G∂ and G∗ is the kernel
of the surjective homomorphism ψ : K0(∂M× S1) → Z, which is given by the rule
ψ[V] = c1(V)[∂M× S1] for every vector bundle V over ∂M× S1. It follows that Φ
factors through ψ, that is, Φ(γ,g) = ϑ ◦ ψ[F(γ,g)] = ϑ(Ψ(γ,g)) for some monoid
homomorphism ϑ : Z→ Λ. It remains to take c = ϑ(1).

Invertible operators. Obviously, every constant loop γ ∈ ΩEll(E) is homotopic to
a constant loop γ ′ ∈ ΩEll0(E): one can just add a constant to the corresponding
operator.

Denote by Dir(E) the subspace of Ell(E) consisting of all pairs (A,L) such that A is a
Dirac operator which is odd with respect to the chiral decomposition. Two subspaces
of Dir(E) play a special role: Dir+(E) = Dir(E) ∩ Ell+(E) and Dir−(E) = Dir(E) ∩
Ell−(E). It can be easily seen that the unbounded operator AL is invertible for every
(A,L) ∈ Dir+(E) or Dir−(E); see Proposition 21.1 for details. Thus both ΩgDir+(E)
and ΩgDir−(E) are subspaces of ΩgEll0(E).

Deformation retraction. We show in Section 20 that the natural embedding Dir(E) ↪→
Ell(E) is a homotopy equivalence. Moreover, we construct a deformation retraction
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of Ell(E) onto a subspace of Dir(E) preserving E−∂ (A) and F(A,L); see Proposition
20.6. Similarly, we construct a deformation retraction of ΩgEll(E) onto a subspace of
Ωg Dir(E) preserving F(γ,g); see Proposition 20.7. Restricting the last retraction to
the special subspaces defined above, we obtain a deformation retraction of ΩgEll+(E)
onto a subspace of ΩgDir+(E) and a deformation retraction of ΩgEll−(E) onto a sub-
space of ΩgDir−(E).

In particular, every path connected component of ΩgEll+(E), respectively ΩgEll−(E)
contains an element of ΩgDir+(E), respectively ΩgDir−(E). It follows that every
function Φ satisfying the first condition of Theorem 24.1 should satisfy also the first
condition of Theorem 19.3. We use this result to deduce Theorems 22.1 and 24.1 from
Theorem 19.3.

Proof of the spectral flow formula. To prove Theorem 22.1, we use the homotopy in-
variance of the spectral flow, its additivity with respect to direct sums, and vanishing
of the spectral flow on paths of invertible operators. In other words, the spectral flow
considered as a function sf : ΩgEll(E) → Z satisfies the first condition of Theorem
24.1 and thus of Theorem 19.3, with Φ = sf and Λ = Z. Theorem 19.3 implies that
there is an integer constant c ∈ Z depending only on M such that sf(γ) = c ·Ψ(γ,g)
for every γ ∈ ΩgEll(E).

It remains to find the factor c = cM. Simple reasoning shows that cM depends only
on the diffeomorphism type of M. We then reduce the computation of cM to the
case of the annulus and compute the factor cann by direct evaluation. This gives
cM = cann = 1 for any surface M and completes the proof of Theorem 22.1.

Proof of universality of the spectral flow. The spectral flow, as well as each multiple
of it, satisfies the first condition of the theorem. Conversely, suppose that an additive
homotopy invariant Φ vanishes on ΩgEll0(2kM) for every k ∈ N and g ∈ U(2kM).
Then, as was stated above, Φ satisfies also the first condition of Theorem 19.3. It
follows that there is an (invertible) constant c ∈ Λ such that Φ(γ) = c · Ψ(γ,g) for
every γ ∈ ΩgEll(2kM), k, and g. Substituting the value of Ψ given by Theorem 22.1,
Ψ(γ,g) = sf(γ), we obtain the second condition of the theorem.

5 Family index

The analytical index. For a compact space X, the natural inclusion (3.3) associates
the analytical index inda(γ) := ind(ι ◦ γ) ∈ K1(X) with every continuous map γ : X→
Ell(E).

More generally, let E be a locally trivial fiber bundle over X, whose fibers Ex are
smooth Hermitian vector bundles overM, and the structure group is the group U(Ex)
of smooth unitary bundle automorphisms of Ex. We denote by Vect X, M the class of
all such bundles E. (Notice that we cannot consider arbitrary vector bundles over

17



X×M, since we need smoothness with respect to coordinates on M.)

Let Ell(E) be the fiber bundle over X associated with E and having the fiber Ell(Ex)
over x ∈ X. A section of Ell(E) is a family x 7→ (Ax,Lx) ∈ Ell(Ex) of operators and
boundary conditions parametrized by points of X. The natural inclusion Ell(Ex) ↪→
Rsa
K (L

2(Ex)) allows to define the analytical index for such families. Our first result is
the computation of the analytical index in terms of the topological data of a family
(Ax,Lx) over ∂M.

The topological index. With each family (Ax,Lx) as above we associate its topologi-
cal index taking values in K1(X).

Recall that by Proposition 15.3 self-adjoint elliptic local boundary conditions L for
A are in a one-to-one correspondence with self-adjoint bundle automorphisms T of
E−∂ . This correspondence is given by the rule (3.4). With a pair (A,L) ∈ Ell(E) we
associated the subbundle F = F(A,L) of E∂, whose fibers Fx, x ∈ ∂M are spanned by
the generalized eigenspaces of Tx corresponding to negative eigenvalues.

Let γ : x 7→ (Ax,Lx) be a section of Ell(E). The family of subbundles F(Ax,Lx) gives
rise to the subbundle F = F(γ) of the restriction E∂ of E to X× ∂M. Let [F] denotes
the class of F in K0(X× ∂M). The second factor ∂M is the disjoint union of boundary
components ∂Mj, each of which is a circle. Using the natural homomorphism K0(X×
S1) → K1(X) and taking the sum over the boundary components, we obtain the
homomorphism Indt : K

0(X× ∂M) → K1(X). Finally, we define the topological index
of γ as the value of Indt evaluated on the class [F(γ)] ∈ K0(X× ∂M):

indt(γ) := Indt [F(γ)]) ∈ K1(X).

Index theorem. The first main result of Part VI is an index theorem.

Theorem 33.2. The analytical index of γ is equal to its topological index:

inda(γ) = indt(γ).

If the base space X is a circle, then γ is a one-parameter family of operators. In this
case, up to the identification K1(S1) ∼= Z, the analytical index of γ coincides with the
spectral flow of γ and the topological index of γ coincides with c1(F(γ))[∂M× S1].
Thus the Spectral Flow Formula (Theorem 22.1) is a particular case of the Index
Theorem 33.2.

Properties of the analytical index. The proof of the index theorem is based on the
following properties of the analytical index:

(I0) Vanishing on families of invertible operators.

(I1) Homotopy invariance.

(I2) Additivity with respect to direct sum of operators and boundary conditions.

(I3) Functoriality with respect to base changes.
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(I4) Multiplicativity with respect to twisting by Hermitian vector bundles over the
base space.

(I5) Normalization: the analytical index of a loop γ : S1 → Ell(E) coincides with the
spectral flow of γ up to the natural isomorphism K1(S1) ∼= Z.

Here by an “invertible operator” we mean a boundary value problem (A,L) such
that the unbounded operator AL has no zero eigenvalues (since AL is self-adjoint, this
condition is equivalent to the invertibility of AL).

These properties follow immediately from the analogous properties of the family
index for unbounded operators on a Hilbert space; see Section 8 for details. As it
happens, these properties alone are sufficient to prove the index theorem.

Universality of the topological index. To describe all invariants of families of self-
adjoint elliptic local boundary problems over M satisfying properties (I0–I5), we note
first that the topological index satisfies properties (I1–I4). Property (I0), however, is
purely analytical, so its connection with the topological index is not clear a priori. We
manage this problem, replacing temporarily (I0) by two topological properties, (T±)
and (T�), which are stated below.

First, we replace the subspace Ell0(E) ⊂ Ell(E) consisting of invertible operators by
the two special subspaces Ell+(E), Ell−(E) ⊂ Ell(E), as above. Let Ell0(E), Ell+(E), and
Ell−(E) denote the corresponding subbundles of Ell(E). We show that every section
of Ell+(E) or Ell−(E) is homotopic to a section of Ell0(E); see Propositions 20.8 and
21.1.

In addition to this, we consider “locally constant” families of operators, that is, sec-
tions 1W � (A,L) of Ell(W � E), where an element (A,L) ∈ Ell(E) is twisted by a
vector bundle W over X. See Section 27 for details. Since every (A,L) ∈ Ell(E) is
connected by a path with an invertible operator, every section of the form 1W � (A,L)
is homotopic to a section of Ell0(W � E).

Finally, as a substitute for (I0), we take the following two properties:

(T±) Vanishing on sections of Ell+(E) and Ell−(E).

(T�) Vanishing on “locally constant” sections.

In Sections 29 and 31 we prove a number of results concerning the universal nature
of the topological index; here we show only two of them.

Theorem 29.6. Let X be a compact space and Λ be a commutative monoid. Suppose that we
associate an element Φ(γ) ∈ Λ with every section γ of Ell(E) for every E ∈ Vect X, M. Then
the following two conditions are equivalent:

1. Φ satisfies properties (T±, T�) and (I1, I2).

2. Φ has the formΦ(γ) = ϑ(indt(γ)) for some (unique) monoid homomorphism ϑ : K1(X)→
Λ.
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Theorem 31.1. Suppose that we associate an element ΦX(γ) ∈ K1(X) with every section
γ of Ell(E) for every compact space X and every E ∈ Vect X, M. Then the following two
conditions are equivalent:

1. The family Φ = (ΦX) satisfies properties (T±, T�) and (I1–I4).

2. There is an integer c such that Φ = c · indt.

Note that the factor c here is independent of X.

To deduce Theorem 31.1 from Theorem 29.6, we use the following result about natural
self-transformations of the functor K1.

Proposition 30.1. Let ϑ be a natural self-transformation of the functor X 7→ K1(X) respecting
the K0(·)-module structure. Then ϑ is multiplication by some integer c, ϑX(µ) = cµ for every
X and every µ ∈ K1(X). In particular, if ϑS1 is the identity, then ϑX is the identity for every
X.

The proof of the index theorem. As was noted above, every invariant Φ satisfying
properties (I0) and (I1) satisfies also (T±) and (T�). Thus Theorem 31.1 implies that
every invariant Φ satisfying properties (I0–I4) has the form Φ = m · indt. Applying
this to the analytical index, we see that it is an integer multiple of the topological
index: inda = c · indt for some integer factor c = cM, which does not depend on X,
but may depend on M.

To compute c, it is sufficient to consider the simplest non-trivial base space, namely
X = S1, where the analytical index is just the spectral flow. It remains to apply
Theorem 22.1 to obtain cM = 1 for any surface M. It follows that the analytical index
and the topological index of γ coincide.

Universality of the analytical index. The second main goal of Part VI is universality
of the analytical index. We obtain a number of results in this direction in Section 34,
combining our index theorem with results of Sections 29 and 31.

Universality for maps. Recall that we denoted by 2kM the trivial vector bundle over
M of rank 2k with the standard Hermitian structure.

Theorem 34.4. Let γ : X → Ell(2kM), γ ′ : X → Ell(2k ′M) be continuous maps. Then the
following two conditions are equivalent:

1. inda(γ) = inda(γ
′).

2. There are l ∈ N and maps β : X → Ell0(2(l− k)M), β ′ : X → Ell0(2(l− k ′)M) such
that γ⊕β and γ ′ ⊕β ′ are homotopic as maps from X to Ell(2lM).

Semigroup of elliptic operators. The disjoint union

EllM =
∐
k∈N

Ell(2kM)
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has the natural structure of a (non-commutative) graded topological semigroup with
respect to the direct sum of operators and boundary conditions. The set [X, EllM] of
homotopy classes of maps from X to EllM has the induced semigroup structure. The
semigroup [X, EllM] is commutative; see Proposition 31.3.

Denote by Ell0M =
∐
k∈N Ell0(2kM) the subsemigroup of EllM consisting of invert-

ible operators. The inclusion Ell0M ↪→ EllM induces the homomorphism [X, Ell0M] →
[X, EllM]; we will denote by [X, EllM]0 its image. The analytical index is homo-
topy invariant and vanishes on families of invertible operators, so it factors through
[X, EllM]/[X, EllM]0. In other words, there exists a (unique) monoid homomorphism
κa : [X, EllM]/[X, EllM]0 → K1(X) such that the following diagram is commutative:

C(X, EllM) [X, EllM] [X, EllM]/[X, EllM]0

K1(X)
inda

κa

Theorem 34.6. The quotient [X, EllM]/[X, EllM]0 is an Abelian group isomorphic to K1(X),
with an isomorphism given by κa.

The family index is a universal homotopy invariant for maps from X to Rsa
K (H), but

the space Ell(E) is only a tiny part of Rsa
K (L

2(E)). Universality is usually lost after
passing to a subspace, so we cannot expect from the analytical index to be a universal
invariant for Ell(E). Indeed, it follows from our index theorem that for any given E
the map inda : [X, Ell(E)]→ K1(X) is neither injective nor surjective for general X. It is
surprising that universality can be restored by considering all vector bundles over M
together.

Universality for families. Denote by 2kX,M ∈ Vect X, M the trivial bundle over X with
the fiber 2kM.

Theorem 34.1. Let γi be a section of Ell(Ei), i = 1, 2. Then the following two conditions
are equivalent:

1. inda(γ1) = inda(γ2).

2. There are k ∈ N, sections β0

i of Ell0(2kX,M), and sections γ0

i of Ell0(Ei) such that
γ1 ⊕ γ0

2
⊕β0

1
and γ0

1
⊕ γ2 ⊕β0

2
are homotopic sections of E1 ⊕ E2 ⊕ 2kX,M.

Let V be a subclass of Vect X, M closed under direct sums and containing the trivial
bundle 2kX,M for every k ∈N. In particular, V may coincide with the whole Vect X, M.

Theorem 34.2. Let X be a compact space and Λ be a commutative monoid. Suppose that we
associate an element Φ(γ) ∈ Λ with every section γ of Ell(E) for every E ∈ V. Then the
following two conditions are equivalent:

1. Φ satisfies properties (I0–I2).
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2. Φ has the form Φ(γ) = ϑ(inda(γ)) for some (unique) monoid homomorphism
ϑ : K1(X)→ Λ.

Theorem 34.3. Suppose that we associate an elementΦX(γ) ∈ K1(X) with every section γ of
Ell(E) for every compact space X and every E ∈ Vect X, M. Then the following two conditions
are equivalent:

1. The family Φ = (ΦX) satisfies properties (I0–I4).

2. Φ has the form ΦX(γ) = m · inda(γ) for some integer m.

Theorems 31.1 and 34.3 are formulated here as statements about the category of com-
pact spaces and continuous maps (maps come into picture due to property (I3)).
However, these theorems still remain valid if one replaces this category by the cat-
egory of finite CW-complexes and continuous maps or by the category of smooth
closed manifolds and smooth maps. The choice of such a category comes into the
proofs of these theorems only through Proposition 30.1, and we prove this proposi-
tion for each of these three categories.
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Part II

Unbounded operators and their
invariants
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6 The space of regular operators

An unbounded operator A on H is a linear operator defined on a subspace D of H
and taking values in H; the subspace D is called the domain of A and is denoted by
dom(A). An unbounded operator A is called closed if its graph is closed in H⊕H
and densely defined if its domain is dense in H. It is called regular if it is closed and
densely defined.

Graph topology. Associating with a regular operator on H the orthogonal projec-
tion on its graph defines an inclusion of the set of regular operators on H into the
space Proj(H⊕H) ⊂ B(H⊕H) of projections in H⊕H. Let R(H) be the set of reg-
ular operators on H together with the topology induced from the norm topology on
Proj(H⊕H) by this inclusion. This topology is usually called the graph topology, or
gap topology. On the subset B(H) ⊂ R(H) it coincides with the usual norm topology
[CL, Addendum, Theorem 1]. So, B(H) is a subspace of R(H); it is open and dense
in R(H) [BLP, Proposition 4.1].

A family {Ax}x∈X of unbounded operators Ax ∈ R(H) defined by a family of differen-
tial operators and boundary conditions with continuously varying coefficients leads
to a continuous map X→ R(H); see Propositions 13.2 and 13.3. This property plays a
fundamental role in this circle of questions.

Remark 6.1. Another useful topology on the set of regular operators is the Riesz
topology, induced by the bounded transform A 7→ A(1+A∗A)−1/2 from the norm topol-
ogy on B(H). By definition, the bounded transform takes a Riesz continuous family
of regular Fredholm operators to a norm continuous family of bounded Fredholm
operators, so the index of such a family can be defined in a classical way.

The Riesz topology is well suited for the theory of differential operators on closed
manifolds, but, except for several special cases, it is unknown whether families of
regular operators on L2(E) defined by boundary value problems for sections of E are
Riesz continuous. Two of such special cases where the Riesz continuity is established
are the following: (1) continuous variation of the free term of an operator, with both
the higher order part and a boundary condition fixed [Le, Proposition 2.2], and (2)
continuous variation of the local boundary condition for a fixed Dirac operator [BR,
Theorem 3.1]. However, these results are far from giving Riesz continuity in our
framework. In view of this, we use only the graph topology throughout the thesis.

Fredholm operators. A regular operator A is called Fredholm if the range of A is
closed and the kernel and the cokernel of A are finite-dimensional. Let RF(H) denote
the subspace of R(H) consisting of Fredholm operators.

Operators with compact resolvents. For A ∈ R(H), the operator 1 +A∗A : dom(1 +
A∗A)→ H is regular, bijective, and the inverse operator (1+A∗A)−1 is bounded [Kat,
Theorem 3.24]. A regular operator A is said to be an operator with compact resolvents
if (1 +A∗A)−1 is a compact operator. Let RK(H) ⊂ R(H) denote the subspace of such
operators.
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An operator with compact resolvent is always Fredholm [Kat, Theorem 6.29], so
RK(H) is a subspace of RF(H).

Self-adjoint regular operators. Recall that the adjoint operator of an operator A ∈
R(H) is an unbounded operator A∗ with the domain

dom(A∗) = {u ∈ H : there exists v ∈ H such that 〈Aw,u〉 = 〈w, v〉 for all w ∈ H} .

For u ∈ dom(A∗) such an element v is unique and A∗u = v by definition. An operator
A is called self-adjoint if A∗ = A (in particular, dom(A∗) = dom(A)).

Let Rsa(H) ⊂ R(H) denote the subspace of self-adjoint regular operators, Rsa
F (H) de-

note its subspace consisting of Fredholm operators, and Rsa
K (H) denote the subspace

of Rsa(H) consisting of operators with compact resolvents.

For self-adjoint regular operators one can use another, equivalent definition of opera-
tors with compact resolvents. Namely, for A ∈ Rsa(H) the operator A+ i : dom(A)→
H is bijective, and the inverse operator (A+ i)−1 is bounded [Kat, Theorem 3.16]. A
self-adjoint regular operator A is an operator with compact resolvents if (A+ i)−1 is a
compact operator.

7 Spectral flow for unbounded operators

Fredholm operators and the spectral flow. The space Rsa
F (H) of regular Fredholm

self-adjoint operators is path-connected and its fundamental group is isomorphic to
Z [Jo]. This isomorphism is given by the 1-cocycle on Rsa

F (H) called the spectral flow.
The definitions of the spectral flow can be found in [Ph] for the case of bounded
operators and in [BLP, Le] for the case of unbounded operators.

The case where one or both of the endpoints of the path have zero eigenvalue re-
quires some agreement on the counting procedure. Yet if a path is a loop up to an
automorphism of H, the value of the spectral flow is independent of the choice of
definition. Since we consider only such paths in this thesis, we do not specify the
counting agreement for the case of non-invertible endpoints: any such agreement
will suffice.

Properties of the spectral flow. It is well known (see, for example, [P1]) that the
spectral flow has a number of nice properties:

(S0) Zero crossing. In the absence of zero crossing the spectral flow vanishes: if γ is
a continuous path in Rsa

F (H) such that none of the operators γ(t) has zero eigenvalue,
then sf (γ) = 0.

(S0’) The spectral flow of a constant path vanishes.

(S1) Homotopy invariance. The spectral flow along a continuous path γ in Rsa
F (H)

does not change if γ changes continuously in the space of paths in Rsa
F (H) with fixed
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endpoints (the same as the endpoints of γ).

(S2) Additivity with respect to direct sum. Let H1, H2 be separable Hilbert spaces,
and let γi : [a,b]→ Rsa

F (Hi) be continuous paths. Then sf (γ1 ⊕ γ2) = sf (γ1) + sf (γ2),
where γ1 ⊕ γ2 : [a,b]→ Rsa

F (H1 ⊕H2) denotes the pointwise direct sum.

(S3) Path additivity. Let γ, γ ′ be continuous paths in Rsa
F (H) such that the last point

of γ is the first point of γ ′. Then sf (γ.γ ′) = sf (γ) + sf (γ ′), where γ.γ ′ denotes the
concatenation of γ and γ ′.

(S4) Conjugacy invariance. Let g be a unitary automorphism of H, and let γ be a
continuous path in Rsa

F (H). Then sf (γ) = sf (gγg−1).

Paths with conjugate ends. In the thesis we compute the spectral flow only for paths
with conjugate ends (in particular, for loops), so it is convenient to have a special
designation for the space of such paths. For a topological space X we denote by ΩX
the space of free loops in X with the compact-open topology. Here by a free loop
we mean a continuous map from a circle S1 to X, or, equivalently, a continuous map
γ : [0, 1] → X such that γ(0) = γ(1). If g is a homeomorphism of X, then we denote
by ΩgX the space of continuous paths γ : [0, 1]→ X such that γ(1) = gγ(0) equipped
with the compact-open topology. We say that paths γ,γ ′ ∈ ΩgX are homotopic if
they can be connected by a path in ΩgX.

The group U(H) of unitary automorphisms of H acts on the space Rsa
F (H) by conju-

gations: (A,g) 7→ gAg−1. We will write ΩgRsa
F (H) for g ∈ U(H) having in mind this

action.

In the proof of Theorem 22.1 we do not use all properties (S0-S4), but only the fol-
lowing small part of them.

Proposition 7.1. The spectral flow has the following properties.

(S0
U) Zero crossing. Let γ ∈ ΩgRsa

F (H), g ∈ U(H). Suppose that γ(t) has no zero eigen-
value for each t ∈ [0, 1]. Then sf(γ) = 0.

(S1
U) Homotopy invariance. The spectral flow is constant on path connected components

of ΩgRsa
F (H) for each g ∈ U(H).

(S2
U) Additivity with respect to direct sum. Let γi ∈ ΩgiRsa

F (Hi), gi ∈ U(Hi), i = 1, 2.
Then sf(γ1 ⊕ γ2) = sf(γ1) + sf(γ2).

Proof. Properties (S0
U) and (S2

U) are just weaker versions of (S0) and (S2) respec-
tively. To prove (S1

U), we combine (S1), (S3), (S4), and (S0’). Let γs(t), s ∈ [0, 1]
be a homotopy between γ0 and γ1. Let the paths β,β ′,β ′′ : [0, 1] → Rsa

F (H) be given
by the formulas β(s) = γs(0), β ′(t) = γ1(t), β ′′(s) = γ1−s(1). Then γ0 is homo-
topic to β.β ′.β ′′ in the space of paths in Rsa

F (H) with the same endpoints as γ0.
Property (S1) implies sf (γ0) = sf (β.β ′.β ′′), and by (S3) the last value is equal to
sf (β) + sf (β ′) + sf (β ′′). Property (S4) implies sf (β) = sf (gβ). The path gβ is just the
path β ′′ passing in the opposite direction, so the concatenation of these two paths is
homotopic to the constant path (in the class of paths with fixed endpoints). By (S3),
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(S1), and (S0’) we have sf (gβ) + sf (β ′′) = sf (gβ.β ′′) = 0. Taking all this together, we
obtain sf (γ0) = sf (β ′) = sf (γ1). �

8 Family index for unbounded operators

In case of bounded operators, the spectral flow of a loop is a particular case of a more
general invariant, the family index, which is defined for families of bounded self-
adjoint Fredholm operators parametrized by points of a compact topological space.
The theory of such families was developed by Atiyah and Singer in [AS1].

In order to deal with unbounded self-adjoint operators (in particular, with self-adjoint
differential operators) directly, one needs an unbounded analogue of the Atiyah–
Singer theory. Cf. [BLP], [BJS], [Jo]. This section is devoted to such an analogue
adapted to our framework.

The functor K1. Let H be a Hilbert space. Denote by B(H) the space of bounded
linear operators H→ H with the norm topology.

The subspace of unitary operators U(H) ⊂ B(H) is a topological group with the
multiplication defined by composition. Let UK(H) be the subspace of U(H) consisting
of operators u such that 1 −u is a compact operator. It is a closed subgroup of U(H).

The group structure on UK(H) induces a (non-commutative) group structure on the
space C(X,UK(H)) of continuous maps from a compact space X to UK(H). Passing
to the set of connected components of C(X,UK(H)) defines a group structure on the
set [X,UK(H)] of homotopy classes of maps from X to UK(H). As is well known, the
resulting group [X,UK(H)] is naturally isomorphic to the classical K1-theory K1(X) of
X. In particular, it is commutative.

The homotopy type of Rsa
K (H). Booss-Bavnbek, Lesch, and Phillips have shown in

[BLP] that the space Rsa
F (H) of Fredholm self-adjoint regular operators is path con-

nected and that the spectral flow defines the surjective homomorphism

π1(R
sa
F (H))→ Z.

They conjectured that Rsa
F (H) is a classifying space for the functor K1, and this con-

jecture was proven by Joachim in [Jo]. Along the way he proves (crucially using
the results of [BJS]) that Rsa

K (H) is a classifying space for K1. In our context Rsa
K (H)

appears to be a more natural choice of classifying space than Rsa
F (H).

The results of Joachim imply that for a compact space X the set of homotopy classes
[X,Rsa

K (H)] of maps X → Rsa
K (H) is naturally isomorphic to K1(X). The element of

K1(X) corresponding to a map γ : X → Rsa
K (H) deserves to be called the family index

of γ. At the same time the proofs of the basic properties of this family index depend
on a fairly advanced machinery used in [Jo] and [BJS], and the needed properties are
not even stated explicitly in these papers.
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By this reason we will use another, more elementary, approach to the family index. It
is based on the Cayley transform and is a natural development of an idea from [BLP].

The Cayley transform. The Cayley transform of a self-adjoint regular operator A is
the unitary operator defined by the formula

κ(A) = (A− i)(A+ i)−1 ∈ U(H).

Proposition 8.1. The map κ : Rsa(H)→ U(H) is a continuous embedding. If A has compact
resolvents, then κ(A) ∈ UK(H).

Proof. The first part of the proposition is proven in [BLP, Theorem 1.1]. The second
part follows from the identity 1 − κ(A) = 2i(A+ i)−1. �

Family index for maps. Recall that K1(X) = [X,UK(H)]. The Cayley transform

(8.1) κ : Rsa
K (H)→ UK(H)

induces the map

(8.2) κ∗ : [X,Rsa
K (H)]→ [X,UK(H)] = K1(X).

It is proved in [P6] that (8.1) is a weak homotopy equivalence and that the induced
map (8.2) is bijective for every compact space X. This motivates our definition of the
family index. Let γ : X → Rsa

K (H) be a continuous map. We define the family index
ind(γ) of γ as the homotopy class of the composition κ ◦γ : X→ UK(H) considered as
an element of K1(X). In other terms,

(8.3) ind(γ) = [κ ◦ γ] ∈ [X,UK(H)] = K1(X).

One can also define in this way the family index of maps X → Rsa
F (H). But for our

purposes it is sufficient to consider only maps X→ Rsa
K (H).

Families of regular operators. More generally, one can consider X-parametrized
families (Tx)x∈X of regular operators acting on a X-parametrized family of Hilbert
spaces (Hx)x∈X, i.e. on the fibers of a Hilbert bundle H→ X.

In more details, let H → X be a Hilbert bundle, that is, a locally trivial fiber bundle
over Xwith a fiber H and the structure group U(H) (we consider only Hilbert bundles
with separable fibers of infinite dimension). Recall that the group U(H) continuously
acts on the space R(H) by conjugations: (T ,g) 7→ gTg−1. The subspace Rsa

K (H) is
invariant under this action. This allows to associate with H the fiber bundle Rsa

K (H)
having Rsa

K (Hx) as the fiber over x ∈ X. We equip the set Γ Rsa
K (H) of sections of

Rsa
K (H) with the compact-open topology.

By the Kuiper theorem [Ku], the unitary group U(H) is contractible. Therefore, every
Hilbert bundle H is trivial and a trivialization is unique up to homotopy. The choice
of a trivialization identifies sections of Rsa

K (H) with maps from X to Rsa
K (H). The

family index of a section of Rsa
K (H) is defined as the index of the corresponding map

X→ Rsa
K (H). This definition does not depend on the choice of trivialization.
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Connection with topological K-theory. Let again X be a compact space. The group
K1(X) may also be defined as the direct limit limn→∞[X,U(Cn)] with respect to the
sequence of embeddings

(8.4) U(C1) ↪→ U(C2) . . . ↪→ U(Cn) ↪→ U(Cn+1) ↪→ . . .

given by the rule u 7→ u⊕ 1.

The choice of an orthonormal basis in H allows to identify (8.4) with a sequence of
subgroups of UK(H). By results of Palais [Pa], the resulting inclusion j : U∞ → UK(H)
of the direct limit U∞ = limn→∞U(Cn) is a homotopy equivalence. In particular,
every continuous map u : X → UK(H) is homotopic to a composition j ◦ v for some
map v : X → U∞. Since X is compact, every map from X to U∞ takes values in some
U(Cn). Therefore, every map u : X → UK(H) is homotopic to a map X → U(Cn) ⊂
UK(H) for sufficiently large n. Similarly, if two maps u, v : X→ U(Cn) are homotopic
as maps to UK(H), then they are homotopic as maps to U(Cm) for some m > n.

The definition of addition in the group [X,UK(H)] given in the beginning of the sec-
tion uses the multiplicative structure of UK(H). The standard definition of addition
in limn[X,U(Cn)] associates with a pair of maps u, v : X → U(Cn) the direct sum
u⊕ v : X → U(C2n), so that [u] + [v] = [u⊕ v] ∈ K1(X). These two definitions are
equivalent, since u⊕ v and uv⊕ 1 are homotopic.

Let now H be a Hilbert bundle over X with a fiber H. The structure group U(H) of H
acts on Rsa

K (H) and UK(H) by conjugations. The Cayley transform κ : Rsa
K (H)→ UK(H)

is equivariant with respect to this action. Therefore, κ can be applied point-wise to
sections of Rsa

K (H). For a section γ of Rsa
K (H), the Cayley transform u = κ(γ) is a

section of UK(H).

Choose a trivialization J : H → HX, where HX denotes the trivial Hilbert bundle
H × X → X. The composition u ′ = J ◦ u is a map from X to UK(H) and thus is
homotopic to v ′⊕ 1 for some map v ′ : X→ U(Cn) ⊂ UK(H). The classes of u and v ′ in
K1(X) coincide. Returning back to H by applying J−1, we obtain a trivial subbundle E
of H of finite rank and a unitary bundle automorphism v of E such that the sections
u and v⊕ 1 of UK(H) = UK(E⊕ E⊥) are homotopic.

Conversely, let E be a (not necessarily trivial) vector bundle over X. A bundle au-
tomorphism v of E defines an element [v] ∈ K1(X) as follows. Lift E to the product
X × [0, 1] and identify the restrictions of E to X × {0} and X × {1} twisting the first
one by v. This constructions gives a vector bundle over X× S1 which we denote by
Ev. Let [Ev] denotes the class of Ev in K0(X× S1). The group K0(X× S1) is naturally
isomorphic to the direct sum K0(X)⊕K1(X); denote by

(8.5) α : K0(X× S1)→ K1(X)

the projection to the second summand. Then [v] = α[Ev] ∈ K1(X). If E is a subbundle
of a Hilbert bundle H and u = v⊕ 1 is a section of UK(H), then [u] = [v] ∈ K1(X).

Twisting. One of the key properties of the index that we need in the thesis is its
multiplicativity with respect to twisting by vector bundles.
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Let V be a finite-dimensional complex vector space equipped with a Hermitian struc-
ture. An unbounded operator A on H can be twisted by V , resulting in the un-
bounded operator 1V ⊗A on V ⊗H with the domain dom(1V ⊗A) = V ⊗ dom(A). If
an isomorphism V ∼= Cd is chosen, then V ⊗H can be identified with the direct sum
of d copies of H and 1V ⊗A can be identified with the direct sum of d copies of A. If
A ∈ Rsa

K (H), then 1V ⊗A ∈ Rsa
K (V ⊗H).

Let now W be a finite rank Hermitian vector bundle over X. A Hilbert bundle H over
X can be twisted by W, giving rise to another Hilbert bundle W ⊗H over X with the
fiber (W ⊗H)x = Wx ⊗Hx over x ∈ X. A section γ of Rsa

K (H) can be twisted by W,
resulting in the section 1W ⊗ γ of Rsa

K (W ⊗H) such that (1W ⊗ γ)(x) = 1Wx
⊗ γ(x).

Since the Cayley transform is additive with respect to direct sums and equivariant
with respect to conjugation by unitaries, κ(1W ⊗ γ) = 1W ⊗ κ(γ).

Choose a subbundle E ⊂ H of finite rank and a unitary bundle automorphism v of
E such that the sections κ(γ) and v⊕ 1 of UK(H) are homotopic. Then the sections
1W⊗κ(γ) and (1W⊗ v)⊕1W⊗E⊥ of UK(W⊗H) are also homotopic. The vector bundle
(W ⊗ E)1W⊗v is isomorphic to p∗W ⊗ Ev, where p denotes the projection X× S1 → X.
Since (8.5) is a homomorphism of K0(X)-modules, we get

[1W ⊗ v] = α[(W ⊗ E)1W⊗v] = α(p
∗[W] · [Ev]) = [W] ·α[Ev] = [W] · [v] ∈ K1(X).

It follows that

ind(1W ⊗ γ) = [1W ⊗ κ(γ)] = [1W ⊗ v] = [W] · [v] = [W] · [κ(γ)] = [W] · ind(γ) ∈ K1(X).

Properties of the family index. In fact, we do not need an exact definition of the
family index to prove the main results of the thesis. All we need are the following
properties of the index.

Proposition 8.2. The family index has the following properties for every compact spaces X,
Y and Hilbert bundles H, H ′ over X.

(I0) Vanishing. The index of a family of invertible operators vanishes.

(I1) Homotopy invariance. If γ0 and γ1 are homotopic sections of Rsa
K (H), then ind(γ0) =

ind(γ1).

(I2) Additivity. ind(γ0 ⊕ γ1) = ind(γ0) + ind(γ1) for every sections γi of Rsa
K (Hi), i =

0, 1.

(I3) Functoriality. Let f : Y → X be a continuous map and γ be a section of Rsa
K (H). Then

ind(f∗γ) = f∗ ind(γ) ∈ K1(Y), where f∗γ = γ ◦ f is the section of Rsa
K (f

∗H).

(I4) Twisting. ind(1W ⊗ γ) = [W] · ind(γ) for every section γ of Rsa
K (H) and every Her-

mitian vector bundle W over X, where [W] denotes the class of W in K0(X).

(I5) Normalization. For a loop γ : S1 → Rsa
K (H), the index of γ coincides with the spectral

flow of γ up to the natural isomorphism K1(S1) ∼= Z.
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(I6) Conjugacy invariance. The index of a section of Rsa
K (H) is invariant with respect to the

conjugation by a unitary bundle automorphism of H. In other words, ind(uγu∗) =
ind(γ) for every section γ of Rsa

K (H) and every section u of U(H).

Proof. (I1) and (I3) follows immediately from the definition of the index. (I4) is
proven in the previous subsection.

(I0). The Cayley transform takes the subspace of Rsa
K (H) consisting of invertible op-

erators to the subspace U0

K(H) = {u ∈ UK(H) : u+ 1 is invertible} of UK(H). The space
U0

K(H) is contractible, with the contraction given by the formula ht(u) = exp(t log(u)),
where log : U(C) \ {−1} → i(−π,π) ⊂ iR is a branch of the natural logarithm. There-
fore, for every section γ of Rsa

K (H) consisting of invertible operators the composition
κ ◦ γ is a section of U0

K(H) homotopic to the identity section, so ind(γ) = [κ ◦ γ] = 0.

(I2). Let ui = κ(γi). The Cayley transform is additive with respect to direct sums,
so κ(γ0 ⊕ γ1) = κ(γ0)⊕ κ(γ1). Let Ei be a trivial subbundle of Hi of finite rank and
vi be a unitary bundle automorphism of Ei such that the sections κ(γi) and vi ⊕ 1 of
UK(Hi) are homotopic. Then κ(γ0)⊕ κ(γ1) and (v0 ⊕ v1)⊕ 1 are also homotopic, and
ind(γ0 ⊕ γ1) = [v0 ⊕ v1] = [v0] + [v1] = ind(γ0) + ind(γ1).

(I5) follows from [BLP, Proposition 2.17].

(I6). Since the unitary group of a Hilbert space is contractible, there is a homotopy
(ut)t∈[0,1] connecting u0 = 1 and u1 = u. It induces the homotopy vt = utvu

∗
t con-

necting the sections v = κ(γ) and uvu∗ of UK(H). Therefore, ind(uγu∗) = [uvu∗] =
[v] = ind(γ) ∈ K1(X). �
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Part III

Criteria for graph continuity
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This part presents some general criteria describing when a family of closed operators
(in particular, differential operators on a manifold with boundary) is graph continu-
ous.

Section 13 is devoted to a particular case of these results, namely differential and
pseudo-differential operators on a manifold with boundary. We use the results of
Section 13 in the main part of the thesis for two purposes. First, Proposition 14.3
arises as a particular case of Proposition 13.3. Second, Proposition 13.2 and Lemma
13.4 provide the continuity of the family of global boundary value problems used in
the proof of Lemma 22.5.

Some of the results of sections 11 and 12, though in a different form and with different
proofs, are contained in the Appendix to the recent paper of Booss-Bavnbek and Zhu
[BZ]. In particular, our Proposition 11.1 is a corollary of [BZ, Proposition A.6.2]
and our Proposition 12.1 is a special case of [BZ, Corollary A.6.4]. However, the
statements of our Proposition 11.1 and Proposition 12.1 better meet our needs. For
Hilbert spaces, our proofs have the advantage of not using elaborated estimates and
inequalities. We also add the more general case of Banach spaces with the purpose
of better matching the results of [BZ], though we use only Hilbert spaces in the
remaining parts of the thesis.

It is worth noticing that our Proposition 10.2 gives an equivalent definition of the gap
topology on the space Gr(H) of all complemented closed linear subspaces of a Banach
space H. Namely, the gap topology on Gr(H) coincides with the quotient topology
induced by the map Proj(H) → Gr(H), P 7→ ImP, where Proj(H) is the space of all
idempotents in B(H) with the norm topology. The author does not know if this fact
was noted before.

9 Complementary pairs of subspaces

Subspaces of a Banach space. Let H be a Banach space. Denote by B(H) the space
of all bounded linear operators on H with the norm topology. Denote by Proj(H) the
subspace of B(H) consisting of all idempotents.

A closed subspace L ⊂ H is called complemented if there is another closed subspace
M ⊂ H such that L∩M = 0, L+M = H; such a pair (L,M) is called a complementary
pair, and M is called a complementary subspace to L. Equivalently, L ⊂ H is comple-
mented if it is the image of some P ∈ Proj(H); (L,M) is a complementary pair if it is
equal to (ImP, KerP) for some P ∈ Proj(H).

We denote by Gr(H) the set of all complemented closed linear subspaces of H, and
by Gr(2)(H) the set of all complementary pairs of subspaces of H. We will also write
Gr2(H) instead of Gr(H)2 for convenience.

For (L,M) ∈ Gr(2)(H) we denote by PL,M the projection of H onto L along M. For

M ∈ Gr(H) denote by GrM(H) =
{
L ∈ Gr(H) : (L,M) ∈ Gr(2)(H)

}
the set of all com-
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plementary subspaces to M.

Proposition 9.1. Let H be a Banach space and P,Q ∈ Proj(H). Then the following two
conditions are equivalent:

1. Both (ImP, ImQ) and (KerP, KerQ) are complementary pairs of subspaces.

2. P−Q is invertible.

If this is the case, then for the projection S on ImP along ImQ and the projection T on KerP
along KerQ we have:

(9.1) S = P(P−Q)−1, T = (P− 1)(P−Q)−1, (P−Q)−1 = S− T ,

and P+Q = (2S− 1)(P−Q) is also invertible.

Proof. (1 ⇒ 2) Let (ImP, ImQ), (KerP, KerQ) ∈ Gr(2)(H). Denote by S, T the el-
ements of Proj(H) corresponding to these two pairs of complementary subspaces.
Using the identities SP = P, TQ = T , SQ = 0, and (1 − T)(1 − P) = 0, we obtain

(S− T)(P−Q) = T + P− TP = 1 − (1 − T)(1 − P) = 1.

Similarly, we have

(P−Q)(S− T) = Q+ S−QS = 1 − (1 −Q)(1 − S) = 1.

Therefore, P−Q is invertible with S− T the inverse operator.

(2 ⇒ 1) Let P −Q be invertible. It vanishes on the intersections ImP ∩ ImQ and
KerP ∩ KerQ, so these intersections are trivial. Consider the operators S = P(P −
Q)−1 and S ′ = −Q(P −Q)−1. We have ImS = ImP, ImS ′ = ImQ, and S+ S ′ = 1,
so ImP + ImQ = H. Similarly, consider the operators T = (P − 1)(P −Q)−1 and
T ′ = (1 −Q)(P −Q)−1. We have Im T = KerP, Im T ′ = KerQ, and T + T ′ = 1, so
KerP+KerQ = H. All four subspaces ImP, ImQ, KerP, KerQ are closed. Therefore,
both (ImP, ImQ) and (KerP, KerQ) lie in Gr(2)(H).

The first equality of (9.1) implies (2S− 1)(P −Q) = 2P − (P −Q) = P +Q. Note that
invertibility of P+Q implies ImP+ ImQ = H, but does not imply ImP ∩ ImQ = 0. �

Subspaces of a Hilbert space. If H is a Hilbert space, then each closed subspace
of H is complemented, so Gr(H) is the set of all closed subspaces of H. The map
Im : Proj(H)→ Gr(H) has a natural section taking a closed subspace L ⊂ H to the or-
thogonal projection PL of H onto L. Applying Proposition 9.1, we obtain the following
result.

Proposition 9.2. Let H be a Hilbert space. Then the following statements hold:

1. The pair (L,M) of closed subspaces of H is complementary if and only if PL − PM is
invertible. If this is the case, then

(9.2) PL,M = PL(PL − PM)−1.
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2. Let P ∈ Proj(H). Then the operator P+ P∗ − 1 is invertible, and the orthogonal projec-
tion on the image of P is given by the formula

(9.3) Port = P(P+ P∗ − 1)−1.

Proof. 1. If (L,M) ∈ Gr(2)(H), then also (L⊥,M⊥) ∈ Gr(2)(H). Applying Proposition
9.1 to the pair of orthogonal projections PL and PM, we obtain the first claim of the
Corollary.

2. 1 − P∗ is the projection on (ImP)⊥ along (KerP)⊥. Applying Proposition 9.1 to
the pair of projections P and 1 − P∗, we see that P+ P∗ − 1 = P− (1 − P∗) is invertible
and P(P+ P∗ − 1)−1 is the projection on ImP along (ImP)⊥. �

10 The gap topology on Gr(H)

For a Hilbert space H the map L 7→ PL given by the orthogonal projection allows to
identify Gr(H) with the subspace Projort(H) ⊂ Proj(H) of orthogonal projections in H.
The gap topology on Gr(H) is induced by the norm topology on Proj(H) ⊂ B(H).

For a Banach space H there is no natural section Gr(H)→ Proj(H), so the definition of
the gap topology on Gr(H) is slightly more complicated in this case. Usually the gap
topology on Gr(H) is defined as the topology induced by the gap metric

(10.1) δ̂(L1,L2) = max
i6=j

{
sup
{

dist(u,Lj) : u ∈ Li, ‖u‖ = 1

}}
,

δ̂(0, 0) = 0, δ̂(0,L) = 1 for L 6= 0.

For a Hilbert space H these two definitions of the gap topology coincide.

Proposition 10.2 below gives an equivalent definition of the gap topology on the
Grassmanian of a Banach space in terms of projections, resembling the definition of
the gap topology for Hilbert spaces.

The gap topology on Gr(H) induces the topology on Gr2(H) and on its subspace
Gr(2)(H).

Proposition 10.1. Let H be a Banach space. Then the following statements hold:

1. The map Im : Proj(H)→ Gr(H) is continuous.

2. The map ϕ : Proj(H) → Gr(2)(H) taking P ∈ Proj(H) to (ImP, KerP) ∈ Gr(2)(H) is
a homeomorphism.

3. Gr(2)(H) is open in Gr2(H).

We first give the proof in the case of a Hilbert space H, because it is simpler and
because we need only this case in the main part of the thesis as well as in the proofs
of all the results below in the context of Hilbert spaces. After proving the “Hilbert
case” we give the proof of the general “Banach case”.
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Proof. 1. Suppose first that H is a Hilbert space. The map Im : Proj(H) → Gr(H) is
continuous. Indeed, it is the composition of the two maps Proj(H) → Projort(H) and
Im : Projort(H)→ Gr(H), where the first map is given by formula (9.3) and Projort(H)
is the subspace of Proj(H) consisting of orthogonal projections. The first map is con-
tinuous and the second map is an isometry, so their composition is also continuous.

The conjugation by the involution P 7→ 1 − P takes the map Im : Proj(H) → Gr(H) to
the map Ker : Proj(H) → Gr(H), so the second map is also continuous. Therefore, ϕ
is continuous. Obviously, ϕ is bijective.

The inverse map Gr(2)(H) → Proj(H) is given by formula (9.2) and therefore is con-
tinuous. Thus the map Proj(H)→ Gr(2)(H) is a homeomorphism.

To prove that Gr(2)(H) is open in Gr2(H), take arbitrary (L,M) ∈ Gr(2)(H). The oper-
ator PL− PM is invertible by Corollary 9.2. Choose ε > 0 such that 2ε-neighbourhood
of PL− PM in B(H) consists of invertible operators. Then for any L ′,M ′ ∈ Gr(H) such
that ‖PL − PL ′‖ < ε, ‖PM − PM ′‖ < ε we have

‖(PL − PM) − (PL ′ − PM ′)‖ 6 ‖PL − PL ′‖+ ‖PM − PM ′‖ < 2ε,

so PL ′−PM ′ is invertible. Applying again Corollary 9.2, we obtain (L ′,M ′) ∈ Gr(2)(H).
This completes the proof of the proposition for Hilbert spaces.

2. Let now H be an arbitrary Banach space. The continuity of the map Im : Proj(H) →
Gr(H) follows from the inequality δ̂(ImP, ImQ) 6 ‖P−Q‖. As above, this implies
that ϕ is a continuous bijection. The continuity of the map Gr(2)(H) → Proj(H),
(L,M) 7→ PL,M follows from [Ne, Lemma 0.2]. By [GM, Lemma 1 and Theorem 2],
Gr(2)(H) is open in Gr2(H). This completes the proof of the proposition for Banach
spaces. �

Proposition 10.2. Let H be a Banach space. Then the gap topology on Gr(H) coincides with
the quotient topology induced by the map Im : Proj(H)→ Gr(H), P 7→ ImP.

Proof. The projection p1 : Gr2(H) → Gr(H) onto the first factor is an open contin-
uous map. By Proposition 10.1, Gr(2)(H) is open in Gr2(H), so the restriction of p1

to Gr(2)(H) is also an open map. This restriction maps Gr(2)(H) continuously and
surjectively onto Gr(H). Therefore, the gap topology on Gr(H) coincides with the
quotient topology induced by the map p1 : Gr(2)(H)→ Gr(H). To complete the proof,
it is sufficient to apply the homeomorphism ϕ : Proj(H)→ Gr(2)(H) from Proposition
10.1. �

11 Injective maps of Banach spaces

Proposition 11.1. Let j ∈ B(H,H ′) be an injective map of Banach spaces. Denote by Grj(H)
the subspace of Gr(H) consisting of L with j(L) ∈ Gr(H ′). Then Grj(H) is open in Gr(H)
and the natural inclusion j∗ : Grj(H) ↪→ Gr(H ′), L 7→ j(L), is continuous.
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Proof. By Proposition 10.1, GrM(H) is open in Gr(H). Thus the statement of the
proposition results from the following lemma.

Lemma 11.2. Let L ∈ Grj(H), let M ′ ∈ Gr(H ′) be a complementary subspace to L ′ = j(L),
and let M = j−1(M ′). Then L ∈ GrM(H) ⊂ Grj(H), and the restriction of j∗ to GrM(H) is
continuous.

Proof of the Lemma. Denote by Q ′ the projection of H ′ onto L ′ along M ′. By the
Closed Graph Theorem, the bounded linear operator j|L : L→ L ′ is an isomorphism.
Thus the composition Q = ( j|L)

−1Q ′j is a bounded operator on H. Obviously, Q is an
idempotent, ImQ = L, and kerQ = M. This implies that (L,M) is a complementary
pair of subspaces of H.

Let N ∈ GrM(H), N ′ = j(N). Then QN = jPN,M( j|L)
−1Q ′ is a bounded operator acting

on H ′. The kernel of QN is M ′ and the restriction of Q2

N−QN to L ′ vanishes, so Q2

N =
QN and QN ∈ Proj(H ′). The image of QN contains in N ′ and N ′ ∩M ′ = j(N∩M) = 0.
Therefore, QN = PN ′,M ′ , N ′ = ImQN ∈ Gr(H ′), and N ∈ Grj(H).

By Proposition 10.1, the map N 7→ PN,M is continuous. Thus the map GrM(H) →
Proj(H ′), N 7→ QN is also continuous. Composing it with the continuous map
Im : Proj(H ′) → Gr(H ′), we obtain the continuity of the map j∗ : GrM(H) → Gr(H ′),
N 7→ j(N) = ImQN. This completes the proof of the lemma and of Proposition 11.1.
�

12 Closed operators

Let H and H ′ be Hilbert spaces. The space C(H,H ′) of closed linear operators from H

to H ′ is the subspace of Gr(H⊕H ′) consisting of closed subspaces of H⊕H ′ which
injectively projects on H. An element of C(H,H ′) can be identified with a linear (not
necessarily bounded) operator A acting to H ′ from (not necessarily closed or dense)
subspace dom(A) of H such that the graph of A is a closed subspace of H⊕H ′.

All results of this section are valid for Banach spaces as well. However, in this case the
space C(H,H ′) as we define it (namely, as a the subspace of Gr(H⊕H ′)) does not contain all
closed linear operators fromH toH ′, but only those whose graphs are complemented subspaces
of H⊕H ′. Nevertheless, families of such operators often arise in applications, so these
results can be used for them as well. For example, for Banach spaces H, H ′ and a
linear operator A acting from D ⊂ H to H ′, if KerA ⊂ H and ImA ⊂ H ′ are closed
complemented subspaces, then the graph of A is a closed complemented subspace
of H⊕H ′. In particular, every (not necessarily bounded) Fredholm operator has this
property.

Proposition 12.1. Let H, H ′ be Banach spaces. Then the map B(H,H ′) × Gr(H) →
C(H,H ′) taking (A,D) to A|D is continuous.

Proof. For each A ∈ B(H,H ′) we define the automorphism JA of H⊕H ′ by the for-
mula JA(u⊕ u ′) = u⊕ (u ′ −Au). Both A 7→ JA and A 7→ J−1

A are continuous maps
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from B(H,H ′) to B(H⊕H ′). The formula f(A,Q) = J−1

A QPH,H ′JA defines the contin-
uous map f : B(H,H ′)× Proj(H)→ Proj(H⊕H ′) (here PH,H ′ denotes the projection of
H⊕H ′ on H along H ′). Since JA takes the graph of A|D to D⊕ 0 for each D ∈ Gr(H),
f(A,Q) is the projection of H⊕H ′ onto the graph of A|ImQ. In other words, we have
the commutative diagram

B(H,H ′)× Proj(H) Proj(H⊕H ′)

B(H,H ′)×Gr(H) Gr(H⊕H ′)

f

Id× Im Im

g

where g is the map taking the pair (A,D) to the graph of A|D. The top and the right
arrows of the diagram are continuous maps, while the left arrow is a quotient map
by Proposition 10.2. Therefore, g is also continuous. This completes the proof of the
proposition. �

Proposition 12.2. Let W, H, H ′ be Banach spaces, and let j ∈ B(W,H) be injective. Denote
by Cj(W,H ′) the subspace of C(W,H ′) consisting of operators A : dom(A) → H ′ such
that the operator j∗A : j(dom(A)) → H ′, j∗A = A · j−1 lies in C(H,H ′). Then the natural
inclusion j∗ : Cj(W,H ′) ↪→ C(H,H ′) is continuous.

Proof. Consider the following commutative diagram:

C(W,H ′) Cj(W,H ′) C(H,H ′)

Gr(W ⊕H ′) Grj(W ⊕H ′) Gr(H⊕H ′)

j∗

j∗

The spaces above are just subspaces on the spaces below, and Cj(W,H ′) = C(W,H ′)∩
Grj(W ⊕H ′). By Proposition 11.1, the map j∗ : Grj(W ⊕H ′) → Gr(H⊕H ′) is contin-
uous. So the restriction of j∗ to Cj(W,H ′) ⊂ Grj(W ⊕H ′) is also continuous. This
completes the proof of the proposition. �

13 Differential and pseudo-differential operators

The results of the previous section can be used for differential and pseudo-differential
operators acting between sections of vector bundles over M. To achieve continuity of
the corresponding families of closed operators, the relevant topology on the space of
differential operators will be the C0

b-topology on their coefficients.

General framework. Let M be a smooth Riemannian manifold and E, E ′ be smooth
Hermitian vector bundles over M. For an integer d > 1, we denote by Opd(E,E ′) the
set of all pairs (A,D) such that

• A is a bounded operator from Hd(E) to L2(E ′),
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• D is a closed subspace of Hd(E), and
• the restriction A|D of A to the domain D is closed as an operator from L2(E) to
L2(E ′).

We equip Opd(E,E ′) with the topology induced by the inclusion

Opd(E,E ′) ↪→ B(Hd(E),L2(E ′))×Gr(Hd(E)).

Here L2(E) is the Hilbert space of L2-sections of E and Hd(E) is the d-th order Sobolev
space of sections of E.

Proposition 13.1. The map Opd(E,E ′)→ C(L2(E),L2(E ′)) taking (A,D) to A|D is contin-
uous.

Proof. Take W = Hd(E), H = L2(E), H ′ = L2(E ′), and let j be the natural embedding
W ↪→ H. By Proposition 12.1, the map Opd(E,E ′) ⊂ B(W,H ′)×Gr(W) → C(W,H ′)
is continuous. By definition of Opd(E,E ′), the image of this map is contained in
Cj(W,H ′). By Proposition 12.2, the map j∗ : Cj(W,H ′) → C(H,H ′) is continuous.
Combining all this, we obtain the continuity of the map Opd(E,E ′)→ C(H,H ′). �

This general result can be applied to differential or pseudo-differential operators A
of order d with domains D given by boundary conditions. We show below how
Proposition 13.1 can be applied to boundary value problems for first order differential
operators, in particular local boundary value problems. We omit a discussion of
higher order operators because boundary conditions are slightly more complicated
in that case; however, Proposition 13.1 works for higher order operators as well.

Boundary value problems for first order operators. Suppose now that M is a com-
pact manifold. Denote by E∂ the restriction of E to the boundary ∂M.

Let A ∈ B(H1(E),L2(E ′)). In particular, A can be a first order differential operator
with continuous coefficients. For a closed subspace L of H1/2(E∂) we denote by AL

the operator A with the domain

dom (AL) = {u ∈ H1(E) : τ(u) ∈ L} ,

where τ : H1(E) → H1/2(E∂) is the trace map extending by continuity the restriction
map C∞(E)→ C∞(E∂), u 7→ u|∂M.

Let Õp(E,E ′) denotes the subspace of B(H1(E),L2(E ′))×Gr(H1/2(E∂)) consisting of
pairs (A,L) such that the operator AL is closed.

Proposition 13.2. The map

Õp(E,E ′)→ C(L2(E),L2(E ′)), (A,L) 7→ AL

is continuous.

Proof. The inverse image τ−1(L) is a closed subspace of H1(E). Since τ is bounded
and surjective, the map

τ∗ : Gr(H1/2(E∂))→ Gr(H1(E)), L 7→ τ−1(L),
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is continuous. Hence the map Õp(E,E ′) → Op1(E,E ′) taking (A,L) to (A, τ−1(L)) is
also continuous. It remains to apply Proposition 13.1. �

Local boundary value problems for first order operators. Denote by Ell(E,E ′) the
set of all first order elliptic differential operators with smooth coefficients acting from
sections of E to sections of E ′.

Let L be a smooth subbundle of E∂. The Sobolev space H1/2(L) can be naturally
identified with the closed subspace of H1/2(E∂) via the map H1/2(L) 3 u 7→ u ⊕
0 ∈ H1/2(L)⊕H1/2(L⊥) = H1/2(E∂). This allows to associate with a pair (A,L) the
unbounded operator AL acting as A on the domain

dom (AL) =
{
u ∈ H1(E) : τ(u) ∈ H1/2(L)

}
.

Denote by Ẽll(E,E ′) the set of all pairs (A,L) with A ∈ Ell(E,E ′) and L a smooth
subbundle of E∂ such that the unbounded operator AL is closed.

Remark. By the classical theory of elliptic operators, AL is closed for L satisfying
the Shapiro-Lopatinskii condition. See, for example, Proposition 14.2 below, where
it is proven for self-adjoint operators. Closedness of a non-self-adjoint AL can be
proven along the same lines, or can be obtained directly from Proposition 14.2 by
replacing a pair (A,L) with the pair (A ′,L ′) ∈ Ẽll(E⊕ E ′), where A ′ =

(
0 At

A 0

)
and

L ′ = L⊕ (σA(n)L)
⊥ ⊂ E∂ ⊕ E ′∂.

Equip Ẽll(E,E ′) with the C0-topology on coefficients of operators and the C1-topology
on boundary conditions, that is, the topology induced by the inclusion

Ẽll(E,E ′) ↪→ B(H1(E),L2(E ′))×C1(Gr(E∂)).

Here Gr(E∂) denotes the smooth vector bundle over ∂M whose fiber over x ∈ ∂M is
the Grassmanian Gr(Ex), and sections of Gr(E∂) are identified with subbundles of E∂.

Proposition 13.3. The natural inclusion Ẽll(E,E ′) ↪→ C (L2(E),L2(E ′)), (A,L) 7→ AL is
continuous.

Proof. It is an immediate corollary of the following lemma applied to N = ∂M and
F = E∂ and of Proposition 13.2.

Lemma 13.4. Let F be a smooth Hermitian vector bundle over a smooth closed Riemannian
manifold N. Then the map

(13.1) C∞,1(Gr(F))→ Gr(H1/2(F)),

taking a smooth subbundle L of F to H1/2(L) ⊂ H1/2(F), is continuous. Here C∞,1(Gr(F))
denotes the space of smooth sections of Gr(F) with the C1-topology, that is, the topology
induced by the embedding C∞(Gr(F)) ↪→ C1(Gr(F)).

42



Proof. The operator of multiplication by a C1-function N→ C is a bounded operator
on Hs(N) for every s ∈ [0, 1]. In particular, it is bounded as an operator acting
on H1/2(N), and the corresponding inclusion C1(N) ↪→ B

(
H1/2(N)

)
is continuous.

Passing to bundles, we obtain the natural continuous inclusion

(13.2) C1(End(F)) ↪→ B
(
H1/2(F)

)
.

The smooth map P : Gr(Cn)→ End(Cn), V 7→ PV , induces the continuous map

P∗ : C
1(Gr(F)) ↪→ C1(End(F)),

which carries a subbundle L of F to the orthogonal projection P∗L of F onto L. Com-
posing it with the continuous inclusion (13.2), we obtain the continuous map

Q : C1(Gr(F)) ↪→ B
(
H1/2(F)

)
.

For each smooth subbundle L of F the bounded operator Q(L) is an idempotent with
the image H1/2(L). By Proposition 10.1(1), the map

Im : Proj
(
H1/2(F)

)
→ Gr

(
H1/2(F)

)
,

is continuous. Composing it with Q, we obtain continuity of (13.1). This completes
the proof of the lemma. �

43



44



Part IV

Elliptic local boundary value problems
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14 Local boundary value problems

Let M be a smooth compact connected oriented manifold with non-empty boundary
∂M and a fixed Riemannian metric, and let E be a smooth Hermitian complex vector
bundle over M. We denote by E∂ the restriction of E to the boundary ∂M.

Operators. Let A be a first order elliptic differential operator acting on sections of
E. Recall that an operator A is called elliptic if its (principal) symbol σA(ξ) is non-
degenerate for every non-zero cotangent vector ξ ∈ T∗M. Throughout the main part
of the thesis (except for Part III) all differential operators are supposed to have smooth
(C∞) coefficients.

An operator A is called formally self-adjoint if it is symmetric on the domain C∞
0
(E),

that is, if
∫
M 〈Au, v〉dvol =

∫
M 〈u,Av〉dvol for any smooth sections u, v of E with

compact supports in M \ ∂M.

Local boundary conditions. The differential operator A with the domain C∞
0
(E) is

an unbounded operator on the Hilbert space L2(E) of L2-sections of E. This operator
can be extended to a closed operator on L2(E) in various ways, by imposing appro-
priate boundary conditions. We will consider only local boundary conditions that
are defined by smooth subbundles of E∂. For such a subbundle L, the corresponding
unbounded operator AL on L2(E) has the domain

(14.1) dom (AL) = {u ∈ H1(E) : u|∂M is a section of L} ,

where H1(E) denotes the first order Sobolev space (the space of sections of E which
are in L2 together with all their first derivatives). We will often identify a pair (A,L)
with the operator AL.

To give a precise meaning to the notation in the right-hand side of (14.1), recall that
the restriction map C∞(E)→ C∞(E∂) taking a section u to u|∂M extends continuously
to the trace map τ : H1(E) → H1/2(E∂). The smooth embedding L ↪→ E∂ defines the
natural inclusion H1/2(L) ↪→ H1/2(E∂). By the condition “u|∂M is a section of L” in
(14.1) we mean that the trace τ(u) lies in the image of this inclusion.

Decomposition of E. We will use the following properties of elliptic symbols.

Proposition 14.1. Let σ ∈ Hom(T∗M, End(E)) be a symbol of first order elliptic operator.
Let Π be an oriented two-dimensional plane in the cotangent bundle T∗xM, x ∈ M. Then for
any positive oriented frame (e1, e2) in Π the operator

Q = σ(e1)
−1σ(e2) ∈ End(Ex)

has no eigenvalues on the real axis. It defines the direct sum decomposition Ex = E+ ⊕ E−
(not necessarily orthogonal), where E+ and E− are spanned by the generalized eigenspaces of
Q corresponding to the eigenvalues with positive and negative imaginary part respectively.
This decomposition depends only on Π and is independent of the choice of a frame (e1, e2).

47



If additionally σ is self-adjoint, then the ranks of E+ and E− are equal (so the rank of E is
even), and for every non-zero ξ ∈ Π the symbol σ(ξ) takes E+ and E− to their orthogonal
complements in Ex.

Proof. 1. Since σ is elliptic, the operator Q− t = σ(e1)
−1σ(e2 − te1) is invertible for

any t ∈ R. Hence Q has no eigenvalues on the real axis and Ex = E+ ⊕ E−.

If we change (e1, e2) to (e1, e2 + te1), t ∈ R, then Q is changed to Q + t Id. If we
change (e1, e2) to (e1 + te2, e2) then Q is changed to (Q−1 + t Id)−1. In both cases E+

and E− do not change. Therefore, they do not change at any change of the frame
(e1, e2) preserving orientation, and thus depend only on Π.

2. Suppose now that σ is self-adjoint, that is, σ(ξ) is self-adjoint for every ξ ∈ T∗M.
Let ξ ∈ Π be a non-zero vector. Choose a positive oriented frame (e1, e2) in Π such
that e1 = ξ. Denote σi = σ(ei), Vλ,k = Ker(Q− λ)k, and Vλ = Vλ, dimE. We prove
by induction that σ1Vλ is orthogonal to Vµ for any λ,µ ∈ C with λ 6= µ. Indeed,
σ1Vλ, 0 = 0 is orthogonal to Vµ, 0 = 0. Suppose that σ1Vλ, l is orthogonal to Vµ,m for all
l,m > 0, l+m < k. Then for l+m = k, u ∈ Vλ, l, v ∈ Vµ,m we have

(λ− µ) 〈σ1u, v〉 = 〈σ1λu, v〉− 〈σ1u,µv〉+ 〈u,σ2v〉− 〈σ2u, v〉 =
= 〈σ1λu, v〉− 〈σ1u,µv〉+ 〈σ1u,Qv〉− 〈σ1Qu, v〉 = 〈σ1u, (Q− µ)v〉− 〈σ1(Q− λ)u, v〉 = 0

by induction assumption, since (Q− µ)v ∈ Vµ,m−1 and (Q− λ)u ∈ Vλ, l−1. Thus σ1Vλ
is orthogonal to Vµ if λ 6= µ.

The subspace E+ is spanned by
⋃
Vλ with λ running over all the eigenvalues of Q

with positive imaginary parts. For every pair λ, µ of such eigenvalues (not necessarily
distinct) we have λ 6= µ, so σ1E

+ is orthogonal to E+. Similarly, σ1E
− is orthogonal to

E−. We have

2 dimE+ = dimE+ + dim(σ1E
+) 6 dimE+ + dim(E+)⊥ = dimEx

and, similarly, 2 dimE− 6 dimEx. On the other hand, dimE+ + dimE− = dimEx.
Therefore, dimE+ = dimE− = dimEx/2. �

Elliptic boundary conditions Let A be a first order elliptic operator acting on sec-
tions of E. The inverse image of a non-zero cotangent vector ξ ∈ T∗x∂M under the
restriction map T∗xM→ T∗x∂M is an affine line in T∗xM parallel to the outward conor-
mal nx. Denote by Πξ the two-dimensional vector subspace of T∗xM spanned by this
line. Applying Proposition 14.1 to the plane Πξ, we obtain the decomposition of Ex
into the direct sum E+(ξ)⊕ E−(ξ).

A local boundary condition L is called elliptic for A if

(14.2) Lx ∩ E+(ξ) = 0 and Lx + E
+(ξ) = Ex for every non-zero ξ ∈ T∗x∂M, x ∈ ∂M.

If L is elliptic for A, then the adjoint to AL is AtN, where At is the differential operator
formally adjoint to A and N = (σ(n)L)⊥.

Self-adjoint elliptic boundary conditions Suppose now that an elliptic operator A
is formally self-adjoint. Then the conormal symbol σ(n) of A defines a symplectic
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structure on fibers of E∂ given by the symplectic 2-form ωx(u, v) = 〈iσ(n)u, v〉 for
u, v ∈ Ex, x ∈ ∂M, where n is the outward conormal to ∂M. By Proposition 14.1 both
E+(ξ) and E−(ξ) are Lagrangian subspaces with respect to this symplectic structure.

The differential operator A with the domain C∞
0
(E) is a symmetric unbounded oper-

ator on the Hilbert space L2(E) of L2-sections of E. This operator can be extended to a
regular self-adjoint operator on L2(E) by imposing appropriate boundary conditions.
For L satisfying ellipticity condition (14.2), the operator AL is self-adjoint if and only
if L is a Lagrangian subbundle of E∂.

For a Lagrangian subbundle L condition (14.2) can be written in simpler form:

(14.3) Lx ∩ E+(ξ) = 0 for every non-zero ξ ∈ T∗x∂M, x ∈ ∂M.

Indeed, rank of both Lx and E+(ξ) is half of rank Ex. Therefore, Lx ∩ E+(ξ) = 0 if and
only if Lx + E+(ξ) = Ex.

Finally, we obtain the following description of self-adjoint elliptic local boundary
value problems.

Proposition 14.2. Let A be a first order formally self-adjoint elliptic differential operator
acting on sections of E. Let L be a smooth Lagrangian subbundle of E∂ satisfying condition
(14.3). Then AL is a regular Fredholm self-adjoint operator on L2(E). Moreover, AL has
compact resolvents, that is, (AL + i)−1 is a compact operator on L2(E).

Proof. Denote by D the domain of AL given by formula (14.1). It is dense in L2(E)
and closed in H1(E). Equip D with the topology induced from H1(E).

Let τ : H1(E) → H1/2(E∂) be the trace map, and let P be the bundle endomorphism
projecting E∂ on L⊥ along L. Condition (14.2) means that P : E+(ξ) → L⊥x is bijective
for every non-zero ξ ∈ T∗x∂M. It follows by [Hö, Theorem 20.1.2] that the operator
A⊕ Pτ : H1(E) → L2(E)⊕H1/2(L⊥) is Fredholm. Its restriction to the kernel of Pτ
is also Fredholm. But this restriction coincides with AL considered as a bounded
operator from D to L2(E). Hence AL is Fredholm.

In particular, V = Im(AL) is a closed subspace of L2(E). Let U be the orthogonal
complement of the kernel of AL in L2(E). The restriction Ā of A to U is injective with
the image V . Therefore, the inverse operator Ā−1 : V → U is bounded and its graph
is closed in V ×U. Equivalently, the graph of Ā is closed in U× V , which is a closed
subspace of L2(E)2. The graph of AL is the orthogonal sum of ker(AL) × {0} with
the graph of Ā and therefore is closed in L2(E)2. In other words, the operator AL is
closed.

Green’s formula implies that AL is symmetric. Let (u, v) ∈ L2(E)2 be an arbitrary
point of the graph of the adjoint operator. This means that for each w ∈ dom(AL) we
have 〈u,Aw〉 = 〈v,w〉. By [LP, Theorem 1], (u, v) lies in the closure of the graph of AL.
(The statement of this theorem of Lax and Phillips concerns only smooth domains in
Euclidean spaces and trivial vector bundles. But its proof is local, so it works for the
general case without change.) Since AL is closed, u ∈ dom(AL). Therefore, AL is
self-adjoint.
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The operator AL is bounded as an operator from the Hilbert space D to L2(E). Since
AL is a closed self-adjoint operator on L2(E), the bounded operator AL+ i : D→ L2(E)
is bijective and the inverse (AL + i)

−1 is a bounded operator from L2(E) to D [Kat,
Theorem V.3.16]. Composing it with the compact embedding D ⊂ H1(E) ↪→ L2(E),
we see that (AL + i)−1 is compact as an operator on L2(E). This completes the proof
of the proposition. �

The space of boundary value problems Denote by Ell(E) the set of all pairs (A,L)
satisfying conditions of Proposition 14.2. The following result is a particular case of
Proposition 13.3 from Part III.

Proposition 14.3. For the set Ell(E) equipped with the C0-topology on coefficients of opera-
tors and theC1-topology on boundary conditions, the natural inclusion Ell(E) ↪→ Rsa

F (L2(E)),
(A,L) 7→ AL is continuous.

Equivalently, the C0-topology on coefficients of operators can be described as the
topology induced by the inclusion Ell(E) ↪→ B(H1(E),L2(E)).

15 Boundary value problems on a surface

From now on we will consider only the case of dimension two, that is, M will be
a smooth compact connected oriented surface with non-empty boundary ∂M and a
fixed Riemannian metric.

Let E be a smooth Hermitian complex vector bundle over M. Denote by Ell(E) the
set of first order formally self-adjoint elliptic differential operators with smooth coef-
ficients acting on sections of E.

Decomposition of a bundle. Since M is now two-dimensional, Proposition 14.1
allows to define the global decomposition of E.

Proposition 15.1. Let A ∈ Ell(E). Then the symbol σ of A defines the decomposition of E
into the direct sum (not necessarily orthogonal) of two smooth subbundles E+ = E+(σ) and
E− = E−(σ) such that the following conditions hold:

1. E+x and E−x are spanned by the generalized eigenspaces of Qx = σ(e1)
−1σ(e2) as in

Proposition 14.1, where (e1, e2) is an arbitrary positive oriented frame in T∗xM.

2. Ranks of E+ and E− are equal, so the rank of E is even.

3. For every non-zero ξ ∈ T∗xM the symbol σ(ξ) takes E+x and E−x to their orthogonal
complements in Ex.

Proof. The main part of the statement follows from Proposition 14.1. It remains to
show that E+x and E−x are fibers of smooth vector bundles E+ and E−. Choosing a
local smooth frame (e1, e2) in T∗M, we see that E+x and E−x smoothly depend on Qx,
which in turn smoothly depends on x. �
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Self-adjoint elliptic boundary conditions. Denote by E+∂ , respectively E−∂ the re-
striction of E+, respectively E− to ∂M. As before, the conormal symbol σ(n) defines
the symplectic structure on the fibers of E∂, and E+∂ , E−∂ are transversal Lagrangian
subbundles of E∂.

The orientation on M induces the orientation on ∂M. Fibers of E±∂ can be written
as E+x = E+(ξ) and E−x = E−(ξ), where ξ is a positive vector in the oriented one-
dimensional space T∗x∂M. The identity E+(ξ) = E−(−ξ) allows to write ellipticity
condition (14.2) in a simpler form:

(15.1) L∩ E+∂ = L∩ E−∂ = 0 and L+ E+∂ = L+ E−∂ = E∂.

If L is Lagrangian, then condition (15.1) can be simplified even further, cf. (14.3):

L∩ E+∂ = L∩ E−∂ = 0.

As before, we denote by Ell(E) the set of all pairs (A,L) such that A ∈ Ell(E) and L
is a smooth Lagrangian subbundle of E∂ satisfying condition (15.1). Proposition 14.2
then takes the following form.

Proposition 15.2. For every (A,L) ∈ Ell(E) the unbounded operator AL is a regular self-
adjoint operator on L2(E) with compact resolvents.

The correspondence between boundary conditions and automorphisms of E−∂ . For
every elliptic (not necessarily self-adjoint) symbol σ there is a one-to-one correspon-
dence between subbundles L of E∂ satisfying condition (15.1) and bundle isomor-
phisms R : E−∂ → E+∂ . Namely, L is the graph of R in E−∂ ⊕ E

+
∂ = E∂. Equivalently, −R

is the projection of E−∂ onto E+∂ along L.

If additionally σ is self-adjoint, then one can move further and construct a one-to-
one correspondence between Lagrangian subbundles L of E∂ satisfying (15.1) and self-
adjoint bundle automorphisms T of E−∂ .

Let us first describe this correspondence in the case of mutually orthogonal E+∂ and E−∂
(this holds, in particular, for Dirac type operators). Composing R with iσ(n) : E+∂ →
(E+∂ )

⊥ = E−∂ , we obtain the bundle automorphism T of E−∂ . Conversely, with ev-
ery bundle automorphism T of E−∂ we associate the subbundle L of E∂ given by the
formula

(15.2) L =
{
u+ ⊕ u− ∈ E+∂ ⊕ E

−
∂ = E∂ : iσ(n)u

+ = Tu−
}

.

As Proposition 15.3 below shows, T is self-adjoint if and only if L is Lagrangian, so we
obtain a bijection between the set of all self-adjoint elliptic local boundary conditions
for A and the set of all self-adjoint bundle automorphisms of E−∂ .

In the general case, where E+∂ and E−∂ can be non-orthogonal, this construction should
be slightly modified. The composition T̃ = iσ(n)R acts from E−∂ to (E+∂ )

⊥, which now
does not coincide with E−∂ . In order to correct this, we compose T̃ with the orthogonal
projection P−ort of E∂ onto E−∂ . Since E∂ = (E−∂ )

⊥ ⊕ (E+∂ )
⊥, the restriction of P−ort to
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(E+∂ )
⊥ is an isomorphism (E+∂ )

⊥ → E−∂ . Finally, we define the bundle automorphism
T = P−ort ◦ T̃ of E−∂ , so that the following diagram becomes commutative.

(15.3)

L E+∂ (E+∂ )
⊥

E−∂ E−∂

P−

P+ iσ(n)

P−ort
R

T̃

T

(P−)∗

Proposition 15.3. Let A ∈ Ell(E). Denote by P+ the projection of E∂ onto E+∂ along E−∂ and
by P− = 1 − P+ the projection of E∂ onto E−∂ along E+∂ . Then the following hold.

1. There is a one-to-one correspondence between smooth subbundles L of E∂ satisfying
condition (15.1) and smooth bundle automorphisms T of E−∂ . This correspondence is
given by the formula

(15.4) L = KerPT with PT = P+
(
1 + iσ(n)−1TP−

)
,

where PT is the projection of E∂ onto E+∂ along L.

2. For L and T as above, L is Lagrangian if and only if T is self-adjoint.

If E+∂ and E−∂ are mutually orthogonal, then (15.4) is equivalent to (15.2).

In the rest of the thesis we will sometimes write an element of Ell(E) as (A, T) instead
of (A,L).

Proof. The adjoint (P−)∗ projects E∂ onto (E+∂ )
⊥ along (E−∂ )

⊥, so its restriction to E−∂
is the inverse of P−ort : (E

+
∂ )
⊥ → E−∂ . All three solid arrows at the right half of Diagram

(15.3) are smooth bundle isomorphisms.

By Proposition 15.1 the conormal symbol σ(n) takes E−∂ and E+∂ to their orthogonal
complements. So (P−)∗ = σ(n)P+σ(n)−1 and σ(n)−1(P−)∗ = P+σ(n)−1. Therefore,
(15.4) can be equivalently written as

(15.5) PT = P+ + iσ(n)−1(P−)∗TP−.

1. Let L be a smooth subbundle of E∂ satisfying (15.1). Then both solid arrows at
the left half of Diagram (15.3) are smooth bundle isomorphisms. There is a smooth
automorphism T of E−∂ making this diagram commutative, and such an automor-
phism is unique. Substituting R = (iσ(n))−1(P−)∗T to L = Ker(P+ − RP−), we obtain
L = Ker(P+ + iσ(n)−1(P−)∗TP−) = KerPT .

Conversely, let T be a smooth automorphism of E−∂ . The image of PT is contained
in E+∂ , while the restriction of PT to E+∂ is the identity. It follows that P2

T = PT , that
is, PT is the projection of E∂ onto E+∂ along L = KerPT . This implies L ∩ E+∂ = 0

and L+ E+∂ = E∂. The projection PT smoothly depends on x ∈ ∂M and has constant
rank, so L is a smooth subbundle of E∂ with rankL = rankE∂ − rankE+∂ = rankE−∂ .
If u ∈ L ∩ E−∂ , then P+u = 0 and Tu = P−ortiσ(n)P

+u = 0. Since T is invertible,
L∩ E−∂ = 0. This completes the proof of clause 1.
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2. Let L, T be as in clause 1 and u1,u2 ∈ L. For u−j = P−uj and u+j = P+uj we have

(15.6)
〈
Tu−

1
,u−

2

〉
=
〈
T̃u−

1
,u−

2

〉
=
〈
iσ(n)u+

1
,u−

2

〉
=
〈
iσ(n)u+

1
,u2

〉
,

using the orthogonality of T̃u−
1
− Tu−

1
= (1 − P−ort)T̃u

−
1
∈ (E−∂ )

⊥ to u−
2
∈ E−∂ and the

orthogonality of iσ(n)u+
1
∈ (E+∂ )

⊥ to u2 − u
−
2
= u+

2
∈ E+∂ . Similarly,

(15.7)
〈
u−

1
, Tu−

2

〉
=
〈
u−

1
, iσ(n)u+

2

〉
= −

〈
iσ(n)u−

1
,u+

2

〉
= −

〈
iσ(n)u−

1
,u2

〉
.

Subtracting (15.7) from (15.6), we obtain

(15.8) 〈iσ(n)u1,u2〉 =
〈
TP−u1,P−u2

〉
−
〈
P−u1, TP−u2

〉
for all u1,u2 ∈ L.

If L is Lagrangian, then (15.8) implies self-adjointness of T , since P− : L → E−∂ is
surjective. Conversely, if T is self-adjoint, then (15.8) implies iσ(n)L ⊂ L⊥; taking into
account that rankL = rankE∂/2, we see that L is Lagrangian.

3. If E+∂ and E−∂ are mutually orthogonal, then (P−)∗ : E−∂ → (E+∂ )
⊥ is the identity, and

(15.5) takes the form (15.2). This completes the proof of the proposition. �

The subbundle F(A,L). With every (A,L) ∈ Ell(E) we associate the smooth subbun-
dle F(A,L) of E−∂ as follows. Let T be the self-adjoint automorphism of E−∂ given by
formula (15.4). We define Fx as the invariant subspace of Tx spanned by the gen-
eralized eigenspaces of Tx corresponding to negative eigenvalues. Subspaces Fx of
E−x smoothly depend on x ∈ ∂M and therefore are fibers of the smooth subbundle
F = F(A,L) of E−∂ .

Being a subbundle of E−∂ , F(A,L) is also a smooth subbundle of E∂. Sometimes it will
be more convenient for us to consider F(A,L) as a subbundle of E∂.

16 The space of boundary value problems on a surface

Topology on Ell(E). In section 14 we used the C0-topology on coefficients of opera-
tors. We will compute the spectral flow for the paths in Ell(E) which are continuous in
a slightly stronger topology, namely the C1-topology on symbols and the C0-topology
on free terms of operators. Let us describe this more precisely.

For a smooth complex vector bundle V over a smooth manifold N, we denote by
Gr(V) the smooth bundle over N whose fiber over x ∈ N is the complex Grassmanian
Gr(Vx). In the same manner we define the smooth bundle End(V) of fiber endomor-
phisms. We identify sections of Gr(V) with subbundles of V and sections of End(V)
with bundle endomorphisms of V .

Let r = (r1, r0) be a couple of integers, r1 > r0 > 0. Denote by Ellr(E) the set Ell(E)
equipped with the Cr1-topology on symbols and the Cr0-topology on free terms of
operators.
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To be more precise, notice that the tangent bundle TM is trivial since M is a surface
with non-empty boundary. Thus we can choose smooth global sections e1, e2 of TM
such that e1(x), e2(x) are linear independent for any x ∈M. Choose a smooth unitary
connection ∇ on E. Each A ∈ Ell(E) can be written uniquely as A = σ1∇1 +σ2∇2 +a,
where the symbol components σi = σA(ei) are self-adjoint bundle automorphisms of
E, ∇i = ∇ei , and the free term a is a bundle endomorphism. Therefore the choice of
(e1, e2,∇) defines the inclusion

Ell(E) ↪→ C∞ (End(E))2 ×C∞ (End(E)) , σ1∇1 + σ2∇2 + a 7→ (σ1,σ2,a) ,

where C∞ (End(E)) denotes the space of smooth sections of End(E). We equip Ell(E)
with the topology induced by the inclusion

Ell(E) ↪→ Cr1 (End(E))2 ×Cr0 (End(E))

and denote the resulting space by Ellr(E). Equip Ell(E) with the topology induced
by the inclusion Ell(E) ↪→ Ellr(E) × C1(Gr(E∂)), with the product topology on the
last space, and denote the resulting space by Ellr(E). The topologies on Ellr(E) and
Ellr(E) defined in such a way do not depend on the choice of a frame (e1, e2) and of
a connection ∇.

By Proposition 15.2 the natural inclusion Ell (0,0)(E) ↪→ Rsa
F (L2(E)) is continuous.

Since the (r1, r0)-topology on Ell(E) is stronger than the (0, 0)-topology, the inclusion
Ellr(E) ↪→ Rsa

F (L2(E)) is continuous for every couple r of non-negative integers.

Convention. From now on we will use the (1, 0)-topology on Ell(E), that is, the C1-topology
on symbols and the C0-topology on free terms of operators. For brevity we will omit the
superscript, so further Ell(E) will always mean Ell(1,0)(E).

The following proposition is an immediate corollary of Proposition 15.2.

Proposition 16.1. The natural inclusion Ell(E) ↪→ Rsa
F (L2(E)), (A,L) 7→ AL is continuous.

Remark 16.2. We choose to use the stronger (1, 0)-topology on Ell(E) instead of the
(0, 0)-topology to simplify the proofs. Probably, all theorems in the thesis remain
valid for the (0, 0)-topology on Ell(E) as well, but the author did not check this. It
can be easily seen that all universality results are valid (and their proofs remains the
same) for the (r1, r0)-topology on Ell(E) with r1 − 1 > r0 > 0.

Continuity of the decomposition. We prove here a technical result that will be used
further in the thesis.

Denote by Σ(E) the set of all smooth bundle morphisms σ : T∗M→ End(E) such that σ
is a symbol of a formally self-adjoint elliptic operator. Equip Σ(E) with the topology
induced by the inclusion Σ(E) ↪→ C1(TM ⊗ End(E)). Then the natural projection
Ell(E) → Σ(E) is continuous, as well as the map Σ(E) → C1(End(E∂)) taking σ to
σ(n).

For a smooth fiber bundle V over a smooth compact manifold N, we denote by
C∞,s(V) the space of smooth sections of V with the Cs-topology, that is, the topol-
ogy induced by the embedding C∞(V) ↪→ Cs(V).

54



Let e1, e2 be global sections of T∗M such that (e1(x), e2(x)) is a positive oriented
orthonormal basis of T∗xM for any x ∈M.

Proposition 16.3. The following maps are continuous:

1. Q : Σ(E)→ C∞,1(End(E)), σ 7→ Q = σ(e1)
−1σ(e2);

2. E+,E− : Σ(E)→ C∞,1(Gr(E)).

Proof. 1. The maps from Σ(E) to C∞,1(End(E)) taking σ to σ(ei), i = 1, 2, are contin-
uous, so Q is also continuous.

2. The invariant subspace E−x of Qx spanned by the generalized eigenspaces of Qx
corresponding to eigenvalues with negative imaginary part is an analytic function of
Qx and hence an analytic function of σx. Therefore, for smooth σ, E−(σ) is a smooth
subbundle of E, and the map E− : Σ(E) → C∞,1(Gr(E)) is continuous. The same is
true for E+ : Σ(E)→ C∞,1(Gr(E)).

Correspondence between L and T . Proposition 15.3 defines a one-to-one correspon-
dence between L and T . We will use it to construct homotopies in ΩgEll(E). To do
this, we need to show that the map (A,L) 7→ (A, T) is a homeomorphism.

Denote by Ell ′(E) the set of all pairs (A, T) such that A ∈ Ell(E) and T is a smooth
bundle automorphism of E−∂ (A). We equip Ell ′(E) with the topology induced by the
inclusion

(16.1) Ell ′(E) ↪→ Ell(E)×C1(End(E∂)), (A, T) 7→ (A, T ⊕ Id(E−∂ )⊥),

where (E−∂ )
⊥ is the orthogonal complement of E−∂ (A) in E∂. We introduce the auxiliary

self-adjoint automorphism

(16.2) T ′ = T ⊕ Id(E−∂ )⊥

by technical reasons: T acts on the bundle E−∂ (A) which depends on A, while T ′ acts
on the fixed bundle E∂.

Proposition 16.4. The map Ell(E) → Ell ′(E) taking (A,L) to (A, T) is a homeomorphism.
The map F : Ell(E)→ C∞,1(Gr(E∂)) is continuous.

Proof. Denote by Gr(2)(E) the smooth subbundle of Gr(E) ×M Gr(E) whose fiber
over x ∈ M consists of pairs (Vx,Wx) of subspaces of Ex such that Vx ∩Wx = 0 and
Vx +Wx = Ex. For a smooth section (V ,W) of Gr(2)(E) the projection PV ,W of E on
V along W is a smooth section of End(E). The map C∞,1(Gr(2)(E)) → C∞,1(End(E)),
(V ,W) → PV ,W is continuous. The same is true if we replace M by ∂M and E by E∂.
Therefore, the composition

Σ(E)→ C∞,1(Gr(2)(E))→ C∞,1(Gr(2)(E∂))→ C∞,1(End(E∂)),

σ 7→ (E+,E−) 7→ (E+∂ ,E−∂ ) 7→ PE+∂ ,E−∂
= P+(σ), is continuous. Similarly, the map

P− : Σ(E)→ C∞,1(End(E∂)) is continuous.
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Let T ′ be defined by formula (16.2). Since TP− = T ′P−, identity (15.5) can be equiv-
alently written as PT = P+ + iσ(n)−1(P−)∗T ′P−. Hence PT , and also L = KerPT ,
continuously depend on (σ, T ′). It follows that the map (A, T ′) 7→ (A,L) is continu-
ous.

Conversely, for u ∈ E−∂ we have Tu = P−ortiσ(n)P
+PL,E+∂

u, where P−ort = P−(P− +

(P−)∗ − 1)−1 is the orthogonal projection of E∂ onto E−∂ (see (9.3) for the formula of
the orthogonal projection). This implies

T ′ = P−ort iσ(n) P
+ PL,E+∂

P−ort + (1 − P−ort).

Since all elements of this expression continuously depend on (σ,L), the map (A,L) 7→
(A, T ′) is continuous. This proves the first part of the proposition.

By the definition of T ′, we have χ(−∞,0)(Tx) = χ(−∞,0)(T
′
x), where χS denotes the

characteristic function of a subset S of R. Hence Fx considered as a point of Gr(Ex)
coincides with Im

(
χ(−∞,0)(T

′
x)
)

and thus is an analytic function of T ′x. Therefore, F is a
smooth subbundle of E and continuously depends on T ′ in the C1-topology. Together
with the continuity of T ′ this implies continuity of the map F : Ell(E)→ C∞,1(Gr(E∂)).
This proves the second part of the proposition. �
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Part V

Spectral flow
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17 The invariant Ψ and its properties

Gluing of bundles. Let γ ∈ ΩgEll(E), that is, γ : [0, 1] → Ell(E) is a path in Ell(E)
such that γ(1) = gγ(0), g ∈ U(E). With every such pair (γ,g) we associate a number
of vector bundles.

First, lift E to the vector bundle Ê = E× [0, 1] over M× [0, 1]. Then form the vector
bundle E over M×S1 as the factor of Ê, identifying (u, 1) with (gu, 0) for every u ∈ E.

The one-parameter family E−t = E−(γ(t)) of subbundles of E forms the subbundle Ê−

of Ê. The condition γ(1) = gγ(0) implies E−
1

= gE−
0

, so Ê− descends onto M× S1

giving rise to the subbundle E− = E−(γ,g) of E such that the following diagram is
commutative:

Ê− Ê M× [0, 1]

E− E M× S1

In the same manner, from the one-parameter family of vector bundles E−∂ (γ(t)) ⊂ E∂
we construct the vector bundles Ê−∂ ⊂ Ê∂ over ∂M× [0, 1]. Twisting by g and gluing as
described above, we obtain the vector bundles E−

∂ ⊂ E∂ over ∂M× S1. Equivalently,
E∂ and E−

∂ can be obtained as the restrictions of E and E− to ∂M× S1.

The one-parameter family Ft = F(γ(t)) of subbundles of E−∂ (γ(t)) forms the subbun-
dle F̂ of Ê−∂ . Again, the condition γ(1) = gγ(0) implies F1 = gF0, so F̂ descends
onto ∂M× S1 giving rise to the subbundle F = F(γ,g) of E−

∂ such that the following
diagram is commutative:

F̂ Ê−∂ Ê∂ ∂M× [0, 1]

F E−
∂ E∂ ∂M× S1

If g = Id, then we will write F(γ) instead of F(γ, Id).

Definition of Ψ(γ,g). The orientation on M induces the orientation on ∂M. We
equip ∂M with an orientation in such a way that the pair (outward normal to ∂M,
positive tangent vector to ∂M) has a positive orientation.

The product ∂M× S1 is a two-dimensional manifold, namely a disjoint union of tori.
Let [∂M× S1] ∈ H2(∂M× S1) be its fundamental class. The first Chern class c1(F) of
the vector bundle F is an element of the second cohomology group H2(∂M× S1), so
one can compute its value on [∂M× S1], obtaining the integer-valued invariant

(17.1) Ψ(γ,g) = c1(F(γ,g))[∂M× S1].

If g = Id, then we will write Ψ(γ) instead of Ψ(γ, Id).
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The homomorphism ψ. The first Chern class is additive with respect to direct sum
of vector bundles, so we can define the homomorphism of commutative groups
ψ : K0(∂M× S1) → Z by the rule ψ[V] = c1(V)[∂M× S1] for any vector bundle V
over ∂M× S1. Then Ψ can be written as

Ψ(γ,g) = ψ[F(γ,g)].

Consider the following three subgroups of K0(∂M× S1):

• G∗ is the image of the natural homomorphism K0(∂M)→ K0(∂M× S1) induced
by the projection ∂M× S1 → ∂M.

• G∂ is the image of the homomorphism K0(M× S1) → K0(∂M× S1) induced by
the embedding ∂M× S1 ↪→M× S1.

• G is the subgroup of K0(∂M× S1) spanned by G∗ and G∂.

Proposition 17.1. The homomorphism ψ is surjective with the kernel G. In other words, the
following sequence is exact:

0 G K0(∂M× S1) Z 0.
ψ

Proof. Denote the connected components of ∂M by ∂M1, . . . ,∂Mm. The group
K0(∂M× S1) is isomorphic to Z2m, with the isomorphism given by

[V] 7→ (r1, . . . , rm,a1, . . . ,am),

where rj is the rank of the restriction Vj of a vector bundle V to ∂Mj × S1 and aj =
c1(Vj)[∂Mj × S1].

In these designations, the subgroup G∗ consists of elements with a1 = . . . = am = 0.
The subgroup G∂ consists of elements with r1 = . . . = rm and

∑
j aj = 0. The span

G of G∗ and G∂ consists of elements with
∑
j aj = 0. The homomorphism ψ takes

(r1, . . . , rm,a1, . . . ,am) to
∑
j aj, so it is surjective with the kernel G. This completes

the proof of the proposition. �

Special subspaces. The following two subspaces of Ell(E) will play a special role:

• Ell+(E) consists of all (A, T) ∈ Ell(E) with positive definite T .

• Ell−(E) consists of all (A, T) ∈ Ell(E) with negative definite T .

Proposition 17.2. Let γ ∈ ΩgEll(E). Then the following statements hold:

1. F(γ,g) = 0 if and only if γ ∈ ΩgEll+(E);

2. F(γ,g) = E−
∂ (γ,g) if and only if γ ∈ ΩgEll−(E).

Proof. It follows immediately from the definition of F. �

Properties of Ψ. Denote by Ω∗Ell(E) the subspace of ΩEll(E) consisting of constant
loops.
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Proposition 17.3. Ψ has the following properties:

(Ψ0) Ψ vanishes on Ω∗Ell(E), ΩgEll+(E), and ΩgEll−(E) for every g ∈ U(E).

(Ψ1) Ψ is constant on path connected components of ΩgEll(E) for every g ∈ U(E).

(Ψ2) Ψ(γ0⊕γ1,g0⊕g1) = Ψ(γ0,g0)+Ψ(γ1,g1) for γi ∈ ΩgiEll(Ei), gi ∈ U(Ei), i = 0, 1.

Proof. (Ψ0). If γ ∈ ΩgEll+(E), then F(γ,g) = 0, so Ψ(γ,g) = 0.

If γ ∈ ΩgEll−(E), then F(γ,g) is the restriction to ∂M × S1 of the vector bundle
E−(γ,g) over M× S1, so [F(γ,g)] ∈ G∂.

If γ ∈ Ω∗Ell(E), γ(t) ≡ (A,L), then F(γ) is the lifting to ∂M× S1 of the vector bundle
F(A,L) over ∂M, so [F(γ)] ∈ G∗.

In the last two cases Proposition 17.1 implies vanishing of Ψ.

(Ψ1). If γ0 and γ1 are connected by a path (γs) in ΩgEll(2kM), then F0 = F(γ0,g) and
F1 = F(γ1,g) are homotopic via the homotopy s 7→ F(γs,g). It follows that the classes
of F0 and F1 in K0(∂M× S1) coincide, and thus Ψ(γ0,g) = ψ[F0] = ψ[F1] = Ψ(γ1,g).

(Ψ2). Obviously, F(γ0 ⊕ γ1,g0 ⊕ g1) = F(γ0,g0)⊕ F(γ1,g1). Passing to the classes in
K0(∂M× S1) and applying the homomorphism ψ, we obtain the additivity of Ψ. �

18 Dirac operators

Odd Dirac operators. Recall that A ∈ Ell(E) is called a Dirac operator if σA(ξ)2 =
‖ξ‖2 IdE for all ξ ∈ T∗M. We denote by Dir(E) the subspace of Ell(E) consisting of all
odd Dirac operators, that is, operators having the form
(18.1)

A =

(
0 A−

A+
0

)
with respect to the chiral decomposition E = E+(A)⊕ E−(A).

Denote by Dir(E) the subspace of Ell(E) consisting of all pairs (A,L) such that A ∈
Dir(E).

The following two subspaces of Dir(E) will play a special role:

Dir+(E) = Dir(E)∩ Ell+(E), Dir−(E) = Dir(E)∩ Ell−(E).

Realization of bundles. In the following we will need the possibility to realize some
vector bundles over ∂M× S1 as F(γ) for some γ. Recall that we denoted by kN the
trivial vector bundle of rank k over N.

Proposition 18.1. Every smooth vector bundle V over ∂M can be realized as F(A,L) for
some k ∈N and (A,L) ∈ Dir(2kM).
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Proof. V can be embedded as a smooth subbundle in a trivial vector bundle k∂M
of sufficient large rank k. Choose a smooth global field (e1, e2) of positive oriented
orthonormal frames of TM and define the Dirac operator acting on sections of kM
(that is, Ck-valued functions on M) by the formula D = −i∂1 + ∂2. Let Dt be the
operator formally adjoint to D. Then

(18.2) A =

(
0 Dt

D 0

)

is an odd Dirac operator acting on sections of kM ⊕ kM, and E−(A) = kM. Let V⊥ be
the orthogonal complement of V in E−∂ (A) = k∂M, and let L be the boundary condition
for A defined by T = (−1)V ⊕ 1V⊥ . Then (A,L) ∈ Dir(2kM) and F(A,L) = V , which
proves the proposition. �

Proposition 18.2. Every smooth vector bundle V over ∂M× S1 can be realized as F(γ) for
some k ∈N and γ ∈ ΩDir(2kM).

Proof. V can be embedded as a smooth subbundle in a trivial vector bundle over
∂M × S1 of sufficient large rank k. Let (Vt), t ∈ S1, be the corresponding one-
parameter family of subbundles of k∂M. Define the odd Dirac operator A ∈ Dir(kM⊕
kM) by formula (18.2). Let Lt be the boundary condition for A corresponding to the
automorphism T = (−1)Vt ⊕ 1V⊥t

of kM. The element (A,Lt) ∈ Dir(2kM) depends
continuously on t, so the family (A,Lt) defines the loop γ ∈ ΩDir(2kM). By con-
struction, F(A,Lt) = Vt, so F(γ) = V , which completes the proof of the proposition.
�

Proposition 18.3. Let V be a smooth vector bundle over M× S1. Then the restriction V∂ of
V to ∂M× S1 can be realized as F(γ,g) for some γ ∈ ΩgDir−(2kM), k ∈N, g ∈ U(2kM).

Proof. Let k be the rank of V . The lifting of V by the map M× [0, 1] → M× S1 is
a trivial vector bundle kM×[0,1], so we can obtain V from this trivial bundle, gluing
kM×{1} with kM×{0} by some unitary bundle automorphism g ∈ U(kM). Let E =
kM ⊕ kM, g̃ = g ⊕ g ∈ U(E), and A ∈ Dir(E) be given by formula (18.2). Since
the symbol of A is g̃-invariant, A1 = g̃Ag̃−1 has the same symbol as A, so the path
[0, 1] 3 t 7→ At = (1 − t)A+ tA1 is an element of Ωg̃ Dir(E). It follows that the path γ
given by the formula γ(t) = (At,− Id) is an element of Ωg̃Dir−(E). By construction,
F(γ,g) = V∂. This completes the proof of the proposition. �

Proposition 18.4. Every integer λ can be obtained as λ = Ψ(γ) for some k ∈ N and
γ ∈ ΩDir(2kM).

Proof. Every integer λ can be obtained as the first Chern number of a smooth vector
bundle over a torus. Hence λ = ψ[V] for some smooth vector bundle V over ∂M× S1.
By Proposition 18.2 V can be realized as V = F(γ) for some γ ∈ ΩDirM. We obtain
λ = Ψ(γ), which completes the proof of the proposition. �
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19 Universality of Ψ

Homotopies fixing the operators. In this section we will deal only with such de-
formations of elements of ΩgEll(E) that fix an operator family A = (At) and change
only boundary conditions (Lt).

Let us fix an odd Dirac operator D ∈ Dir(2M). Denote by δ+ ∈ Ω∗Dir+(2M), re-
spectively δ− ∈ Ω∗Dir−(2M) the constant loop taking the value (D, Id), respectively
(D,− Id). We denote by kδ+, respectively kδ− the direct sum of k copies of δ+, re-
spectively δ−. Notice that E−

∂ (kδ
+) = E−

∂ (kδ
−) = F(kδ−) = k∂M×S1 and F(kδ+) = 0.

Proposition 19.1. Let γ : t 7→ (At,Lt) and γ ′ : t 7→ (At,L ′t), t ∈ [0, 1], be elements of
ΩgEll(E) differing only by boundary conditions. Then the following statements hold.

1. If F(γ,g) and F(γ ′,g) are homotopic subbundles of E−
∂ (γ,g), then γ and γ ′ can be

connected by a path in ΩgEll(E).

2. If F(γ,g) and F(γ ′,g) are isomorphic as vector bundles, then γ⊕ kδ+ and γ ′ ⊕ kδ+
can be connected by a path in Ωg⊕IdEll(E⊕ 2kM) for k large enough.

3. If [F(γ,g)] = [F(γ ′,g)] ∈ K0(∂M× S1), then γ⊕ lδ−⊕ kδ+ and γ ′⊕ lδ−⊕ kδ+ can
be connected by a path in Ωg⊕Id⊕ IdEll(E⊕ 2lM ⊕ 2kM) for l, k large enough.

Proof. Notice that E−
∂ (γ,g) depends only on the operators and does not depend on

the boundary conditions, so E−
∂ (γ,g) = E−

∂ (γ
′,g). Denote E−

∂ = E−
∂ (γ,g), F = F(γ,g),

and F ′ = F(γ ′,g).

1. Let A = (At) ∈ Ωg Ell(E) be the corresponding path of operators. Denote by
L(A,g) the space of all lifts of A to ΩgEll(E). Denote by Lu(A,g) the subspace
of L(A,g) consisting of paths (At, Tt) such that the self-adjoint automorphism Tt is
unitary for every t ∈ [0, 1]. The subspace Lu(A,g) is a strong deformation retract of
L(A,g), with the retraction given by the formula qs(At, Tt) = (At, (1 − s+ s|Tt|

−1)Tt).
Since qs preserves F, it is sufficient to prove the first claim of the proposition for
γ,γ ′ ∈ Lu(A,g).

For a fixed A, an element γ ∈ Lu(A,g) is uniquely defined by a subbundle F(γ,g) of
E−
∂ (γ,g), and every deformation of F uniquely defines the deformation of γ. Suppose

that F and F ′ are homotopic subbundles of E−
∂ . A homotopy hs between F and F ′

can be chosen to be smooth by x ∈ ∂M and continuous (in the C1-topology) by
s, t ∈ [0, 1]. As described above, such a homotopy defines a path connecting γ and γ ′

in Lu(A,g) ⊂ ΩgEll(E). This completes the proof of the first claim of the proposition.

2. If F and F ′ are isomorphic as vector bundles, then F⊕ 0 and F ′⊕ 0 are homotopic
as subbundles of E−

∂ ⊕ k∂M×S1 for k large enough. It remains to apply the first part of
the proposition to the elements γ⊕ kδ+ and γ ′ ⊕ kδ+ of Ωg⊕IdEll(E⊕ 2kM).

3. The equality [F] = [F ′] implies that the vector bundles F and F ′ are stably isomor-
phic, that is, F1⊕ l∂M×S1 and F2⊕ l∂M×S1 are isomorphic for some integer l. It remains
to apply the second part of the proposition to the elements γ⊕ lδ− and γ ′ ⊕ lδ− of
Ωg⊕IdEll(E⊕ 2lM). �
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The case of different operators. For γ ∈ ΩgEll(E), γ(t) = (At, Tt), we denote by γ+

the element of ΩgEll+(E) given by the rule t 7→ (At, Id).

Let γi ∈ ΩgiEll(Ei), i = 1, 2. Consider the elements γ ′
1
= γ1⊕ γ+2 and γ ′

2
= γ+

1
⊕ γ2 of

Ωg1⊕g2
Ell(E1 ⊕ E2). By Proposition 17.2 F(γ ′i,g1 ⊕ g2) = F(γi,gi). On the other hand,

γ ′
1

and γ ′
2

differ only by boundary conditions and thus fall within the framework of
Proposition 19.1. In particular, from the third part of Proposition 19.1 we immediately
get the following.

Proposition 19.2. Let γi ∈ ΩgiEll(Ei), i = 1, 2. Suppose that [F(γ1,g1)] = [F(γ2,g2)] ∈
K0(∂M× S1). Then

γ1 ⊕ γ+2 ⊕ lδ− ⊕ kδ+ and γ+
1
⊕ γ2 ⊕ lδ− ⊕ kδ+

can be connected by a path in Ωg1⊕g2⊕Id⊕ IdEll(E1 ⊕ E2 ⊕ 2lM ⊕ 2kM) if l, k are large
enough.

Semigroup of elliptic operators. The disjoint union

EllM =
∐
k∈N

Ell(2kM)

has the natural structure of a (non-commutative) graded topological semigroup with
respect to the direct sum of operators and boundary conditions.

The point-wise direct sum of paths defines the map

ΩgEll(2kM)×Ωg ′Ell(2k ′M)→ Ωg⊕g ′Ell(2(k+ k ′)M),

which induces the natural structure of a (non-commutative) topological semigroup
on the disjoint union

ΩUEllM =
∐

k∈N,g∈U(2kM)

ΩgEll(2kM) =
{
(γ,g) : γ ∈ ΩgEll(2kM),k ∈N, g ∈ U(2kM)

}
.

The disjoint unions

ΩUEll+M =
∐
k,g

ΩgEll+(2kM), ΩUEll−M =
∐
k,g

ΩgEll−(2kM), and Ω∗EllM =
∐
k

Ω∗Ell(2kM)

are subsemigroups of ΩUEllM.

Universality of Ψ. Now we are ready to state the main result of this section.

Theorem 19.3. LetΦ be a semigroup homomorphism fromΩUEllM to a commutative monoid
Λ, which is constant on path connected components of ΩUEllM. Then the following two
conditions are equivalent:

1. Φ vanishes on Ω∗EllM, ΩUEll+M, and ΩUEll−M.
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2. Φ = ϑ ◦ Ψ for some (unique) monoid homomorphism ϑ : Z → Λ, that is, Φ has the
form Φ(γ,g) = c ·Ψ(γ,g) for some invertible constant c ∈ Λ.

Here by “invertible” we mean that there is c ′ ∈ Λ inverse to c, that is, such that
c ′ + c = 0.

Proof. (2⇒ 1) follows immediately from properties (Ψ0–Ψ2) of Proposition 17.3.

Let us prove (1 ⇒ 2). Suppose that Φ satisfies condition (1) of the theorem. By
Proposition 19.2 the equality [F(γ1,g1)] = [F(γ2,g2)] implies

(19.1) Φ(γ1 ⊕ γ+2 ⊕ lδ− ⊕ kδ+,g1 ⊕ g2 ⊕ Id) = Φ(γ+
1
⊕ γ2 ⊕ lδ− ⊕ kδ+,g1 ⊕ g2 ⊕ Id).

Since Φ vanishes on (γ+i ,gi) ∈ ΩUEll+M, (δ+, Id) ∈ ΩUEll+M, and (δ−, Id) ∈ ΩUEll−M,
(19.1) impliesΦ(γ1,g1) = Φ(γ2,g2). It follows that the homomorphismΦ : ΩUEllM →
Λ factors through the (unique) semigroup homomorphism ϕ : H → Λ, where H de-
notes the image of ΩUEllM in K0(∂M× S1):

ΩUEllM

H

Z Λ

[F]
Ψ Φ

ψ ϕ

ϑ

Suppose that ψ(h1) = ψ(h2) for h1,h2 ∈ H. By Proposition 17.1 this implies h1 −h2 =
µ∗ + µ∂ ∈ K0(∂M× S1) for some µ∗ ∈ G∗ and µ∂ ∈ G∂.

The element µ∂ can be written as the difference of classes [j∗V2] − [j∗V1] for some
(smooth) vector bundles V1, V2 over M× S1, where j denotes the embedding ∂M×
S1 ↪→ M × S1. By Proposition 18.3, [j∗Vi] can be realized as [F(βi,g ′i)] for some
(βi,g ′i) ∈ ΩUDir−M, which gives µ∂ = [F(β2,g ′

2
)] − [F(β1,g ′

1
)].

Similarly, by Proposition 18.1 µ∗ = [F(α2)] − [F(α1)] for some α1,α2 ∈ Ω∗DirM.

Combining all this, for liftings (γi,gi) of hi to ΩUEllM we obtain

[F(γ1,g1)] + [F(β1,g ′
1
)] + [F(α1)] = [F(γ2,g2)] + [F(β2,g ′

2
)] + [F(α2)],

Applying ϕ to the both sides of this equality and taking into account that

ϕ
(
[F(γi,gi)] + [F(βi,g ′i)] + [F(αi)]

)
= Φ(γi,gi)+Φ(βi,g ′i)+Φ(αi, Id) = Φ(γi,gi) = ϕ(hi),

we obtain ϕ(h1) = ϕ(h2). Thus the equality ψ(h1) = ψ(h2) implies ϕ(h1) = ϕ(h2).
On the other hand, the homomorphism ψ : H → Z is surjective by Proposition 18.4.
It follows that ϕ factors through the (unique) semigroup homomorphism ϑ : Z→ Λ.
Since ϑ(0) = Φ(Ω∗DirM) = 0, ϑ is a homomorphism of monoids.

Let c = ϑ(1) and c ′ = ϑ(−1). Then c+ c ′ = 0 and ϑ(n) = nc for every n ∈ Z. This
completes the proof of the theorem. �
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20 Deformation retraction

The main result of this section is Proposition 20.5, where we prove that the natural
embedding Dir(E) ↪→ Ell(E) is a homotopy equivalence. In the rest of Part V we will
need only one corollary of this result, namely that every element ofΩgEll+(E), respec-
tively ΩgEll−(E) is connected by a path with an element of ΩgDir+(E), respectively
ΩgDir−(E).

Sections. First we construct two sections, which will be used below for construction
of a deformation retraction.

Proposition 20.1. The map p : Ell(E) → Σ(E) is surjective and has a continuous section
r : Σ(E)→ Ell(E) such that r ◦ p is fiberwise homotopic to the identity map.

Proof. We define a section r : Σ(E)→ Ell(E) by the formula r(σ) = (σ1∇1 + σ2∇2) /2+

(σ1∇1 + σ2∇2)
t /2, where σi = σ(ei), (e1, e2) is a fixed global field of frames in TM,

∇ is a fixed smooth connection on E, and superscript t means taking of formally
adjoint operator. The operation of taking formally adjoint operator leaves invariant
symbol. Moreover, it defines a continuous transformation of the space of first order
operators with the topology defined by the inclusion to C1 (End(E))2 ×C0 (End(E)),
σ1∇1 + σ2∇2 + a 7→ (σ1,σ2,a). Thus r is a continuous section of p and defines a
trivialization of the affine bundle Ell(E)→ Σ(E) with the fiber C∞,0 (Endsa(E)). Thus
r ◦ p is fiberwise homotopic to the identity map, which completes the proof of the
proposition. �

Denote by ΣD(E) = p(Dir(E)) the subspace of Σ(E) consisting of symbols of Dirac
operators.

Proposition 20.2. The restriction of p to Dir(E) has a continuous section rD : ΣD(E) →
Dir(E).

Proof. Let σ ∈ ΣD(E) and A = r(σ). Denote by S the bundle automorphism of E,
whose restrictions on fibers are the orthogonal reflections in the fibers of E−(σ). We
define rD(σ) by the formula rD(σ) = (A− SAS)/2. Obviously, it is a Dirac operator,
which is odd with respect to the chiral decomposition E = E+(σ)⊕ E−(σ) and has
the same symbol σ as A. Since S depends continuously on σ, the map rD : ΣD(E) →
Dir(E) is a continuous section of p|Dir(E). This completes the proof of the proposition.
�

Retraction of symbols. The following proposition is the key result of this section.

Proposition 20.3. The subspace ΣD(E) is a strong deformation retract of Σ(E). Moreover, a
deformation retraction can be chosen to be U(E)-equivariant and to preserve E−(σ).

Proof. For any σ ∈ Σ(E) the automorphism Q = σ(e1)
−1σ(e2) of E leaves the sub-

bundles E− = E−(σ) and E+ = E+(σ) invariant. Denote by Q− (respectively Q+) the
restriction of Q to E− (respectively E+). By the construction of E− and E+, all eigen-
values of Q−

x (respectively Q+
x ) have negative (respectively positive) imaginary part

for every x ∈M.
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Denote by J the restriction of σ(e1) to E−; it is a smooth bundle isomorphism from
E− onto its orthogonal complement (E−)⊥.

Finally, with every σ ∈ Σ(E) we associate the quadruple

(20.1) ϑ(σ) = (E−,E+, J,Q−).

Denote by Θ(E) the set of all quadruples (E−,E+, J,Q−) such that E−, E+ are transver-
sal smooth subbundles of E of half rank (that is, rankE− = rankE+ = 1

2
rankE), J is a

smooth bundle isomorphism of E− onto (E−)⊥, and Q− is a smooth bundle automor-
phism of E− such that all eigenvalues of Q−

x have negative imaginary part for every
x ∈M.

Equip Θ(E) with the topology induced by the inclusion

Θ(E) ↪→ C1 (Gr(E))2×C1 (End(E))2 , (E−,E+, J,Q−) 7→ (E−,E+, J⊕0E+ ,Q−⊕0E+).

Lemma 20.4. The map (20.1) defines a homeomorphism between the spaces Σ(E) and Θ(E).

Proof. Let us show first that ϑ is a bijection. Let (E−,E+, J,Q−) ∈ Θ(E). Then σ−
1
= J,

σ−
2
= JQ− are smooth bundle isomorphisms from E− onto (E−)⊥.

The Hermitian structure on E defines the non-degenerate pairings E+x × (E−x )
⊥ → C

and (E+x )
⊥ × E−x → C for each x ∈ M. Hence there exist (unique) smooth bundle

isomorphisms σ+
1

, σ+
2

from E+ onto (E+)⊥ such that
〈
σ+i u, v

〉
=
〈
u,σ−i v

〉
for any

u ∈ E+x , v ∈ E−x , x ∈ M. We define the endomorphism σi of E by the condition that
the restriction of σi to E+, respectively E− coincides with σ+i , respectively σ−i .

Every elements u, v ∈ Ex can be written as u = u++u−, v = v++ v− with u+, v+ ∈ E+x ,
u−, v− ∈ E−x . We get 〈σiu, v〉 =

〈
σ+i u

+, v−
〉
+
〈
σ−i u

−, v+
〉
=
〈
u+,σ−i v

−
〉
+
〈
u−,σ+i v

+
〉
=

〈u,σiv〉. Thus σ1 and σ2 are self-adjoint.

Let (c1, c2) ∈ R2 \ {0}. Then c1σ
−
1
+ c2σ

−
2
= σ−

1
(c1 + c2Q

−) is an isomorphism of E−

onto (E−)⊥. By definition of σ+i , 〈(c1σ
+
1
+ c2σ

+
2
)u, v〉 = 〈u, (c1σ

−
1
+ c2σ

−
2
)v〉 for any

u ∈ E+x , v ∈ E−x . Therefore, c1σ
+
1
+ c2σ

+
2

is an isomorphism of E+ onto (E+)⊥. The
direct sum decompositions E− ⊕ E+ = E = (E−)⊥ ⊕ (E+)⊥ imply that c1σ1 + c2σ2 is a
smooth bundle automorphism of E. Thus (σ1,σ2) determines the self-adjoint elliptic
symbol σ ∈ Σ(E), σ(ei) = σi.

The automorphism Q = σ−1

1
σ2 of E leaves E− and E+ invariant, and the restriction

of Q to E− coincides with Q−. All eigenvalues of Q− have negative imaginary part.
Ranks of E− and E+ coincide, so by Proposition 15.1 all eigenvalues of the restriction
of Q to E+ have positive imaginary part.

By construction, ϑ(σ) = (E−,E+, J,Q−). The same construction shows that σ is de-
termined uniquely by the quadruple (E−,E+, J,Q−). Therefore ϑ defines a bijection
between Σ(E) and Θ(E).

By Proposition 16.3, ϑ is continuous. The construction of the inverse map given above
shows that ϑ−1 is also continuous. This completes the proof of the lemma. �
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Continuation of the proof of Proposition 20.3. By this lemma, instead of a defor-
mation retraction of Σ(E) we can construct a deformation retraction of Θ(E) onto the
subspace

ΘD(E) = ϑ(ΣD(E)) =
{
(E−,E+, J,Q−) ∈ Θ(E) : E+ = (E−)⊥, J ∈ U(E−,E+), Q− = −i Id

}
.

For fixed E−, all three ingredients of the triple (E+, J,Q−) can be deformed indepen-
dently of one another. We define a homotopy hs(E−,E+, J,Q−) = (E−,E+s , Js,Q−

s ) by
the formulas

Js =
(
s(JJ∗)−1/2 + 1 − s

)
J, Q−

s = −is Id+(1 − s)Q−,

and E+s be the graph of (1 − s)B, where B is the smooth homomorphism from (E−)⊥

to E− with the graph E+.

Obviously, h0 = Id, the image of h1 is contained in ΘD(E), and the restriction of hs to
ΘD(E) is the identity for all s ∈ [0, 1]. Thus h defines a deformation retraction of Σ(E)
onto ΣD(E). By construction, hs is U(E)-equivariant and preserves E−(σ) for every
s ∈ [0, 1]. This completes the proof of the Proposition. �

Retraction of operators. Using results of Propositions 20.1–20.3, we are now able to
prove the following result.

Proposition 20.5. The natural embedding Dir(E) ↪→ Ell(E) is a homotopy equivalence.
Moreover, there exists a deformation retraction H of Ell(E) onto a subspace of Dir(E) having
the following properties for all s ∈ [0, 1] and A ∈ Ell(E), with As = Hs(A):

(1) E−(As) = E−(A).

(2) The symbol of As depends only on s and the symbol σA of A.

(3) The map Hs : σA 7→ σAs
defined by (2) is U(E)-equivariant.

(4) If A ∈ Dir(E), then σAs
= σA.

(5) If A,B ∈ ImH1 and the symbols of A and B coincide, then A = B.

We will need only properties (1-3) in Part V. Properties (4-5) will be used below in
Part VI.

Proof. Throughout the proof, we call a homotopy [0, 1]× Ell(E) → Ell(E) “nice” if
it satisfies conditions (1-3) of the proposition. Obviously, the set of nice homotopies
is closed under concatenation. We will construct a desired deformation retraction
H as the concatenation of three nice homotopies. Then we show that the resulting
homotopy satisfies conditions (4-5) as well.

Let r : Σ(E) → Ell(E) be a section from Proposition 20.1 and rD : ΣD(E) → Dir(E)
be a section from Proposition 20.2. The linear fiberwise homotopy q between r ◦ p
and the identity map is a nice deformation retraction of Ell(E) onto r(Σ(E)). The
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composition r ◦ hs ◦ p gives a nice deformation retraction of r(Σ(E)) onto r(ΣD(E)) ⊂
p−1(ΣD(E)); we will denote it by the same letter h. The linear fiberwise homotopy qD

between rD ◦ p and the identity map is a nice deformation retraction of p−1(ΣD(E))
onto rD(ΣD(E)) ⊂ Dir(E).

r(ΣD(E))

Dir(E) rD(ΣD(E)) p−1(ΣD(E)) r(Σ(E)) Ell(E)

ΣD(E) Σ(E)

p

qD
1

p

h1

p

q1

r
rD

r

h1

Concatenating q, h, and qD, we obtain a nice deformation retraction H of Ell(E) onto
the subspace rD(ΣD(E)) of Dir(E):

Hs(A) =


q3s(A) for 0 6 s 6 1/3,
h3s−1q1(A) for 1/3 6 s 6 2/3

qD
3s−2

h1q1(A) for 2/3 6 s 6 1.

If A ∈ Dir(E), then σA ∈ ΣD(E), so the symbol of As is independent of s. If A ∈ ImH1,
then A = rD(σA). This proves conditions (4-5) of the proposition.

It remains to check that the natural embedding Dir(E) ↪→ Ell(E) is a homotopy equiv-
alence. For every A ∈ Dir(E), the image H1(A) = A1 also lies in Dir(E), but we need
to be careful because As is not necessarily odd for s ∈ (0, 1). By property (4) the
symbols of A1 and A coincide. Thus the formula H ′s(A) = (1 − s)A+ sH1(A) defines
a continuous map H ′ : [0, 1]×Dir(E) → Dir(E) such that H ′

0
= Id and H ′

1
= H1. It

follows that the restriction of H1 to Dir(E) and the identity map IdDir(E) are homo-
topic as maps from Dir(E) to Dir(E). On the other hand, the map H1 : Ell(E)→ Ell(E)
is homotopic to IdEll(E) via the homotopy H. It follows that H1 : Ell(E) → Dir(E) is
homotopy inverse to the embedding Dir(E) ↪→ Ell(E), that is, this embedding is a
homotopy equivalence. This completes the proof of the proposition. �

Proposition 20.6. The natural embedding Dir(E) ↪→ Ell(E) is a homotopy equivalence.
Moreover, there exists a deformation retraction of Ell(E) onto a subspace of Dir(E) preserving
both E−(A) and F(A,L).

Proof. Since the deformation retraction H constructed in Proposition 20.5 preserves
E−(A), one can define the deformation retraction H̄ : [0, 1]× Ell(E) → Ell(E) cover-
ing H and satisfying the conditions of the proposition by the formula H̄s(A, T) =
(Hs(A), T) for (A, T) ∈ Ell(E). �

Retraction of paths. Applying the deformation retraction from last two propositions
point-wise and slightly correcting it on the ends of a path, we obtain a deformation
retraction of the space of paths in Ell(E) and in Ell(E).
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Proposition 20.7. Let g ∈ U(E). Then the following two statements hold.

1. There exists a deformation retraction of Ωg Ell(E) onto a subspace of Ωg Dir(E) pre-
serving E−(γ,g) for every γ ∈ Ωg Ell(E).

2. There exists a deformation retraction of ΩgEll(E) onto a subspace of Ωg Dir(E) pre-
serving both E−(γ,g) and F(γ,g).

Proof. 1. Let ρ0, ρ1 : [0, 1] → R be a partition of unity subordinated to the covering
[0, 1] = U0 ∪U1, U0 = [0, 2/3), U1 = (1/3, 1], that is, supp ρi ⊂ Ui and ρ0 + ρ1 ≡ 1.
Let h : [0, 1]× Ell(E) → Ell(E) be a deformation retraction of Ell(E) onto a subspace
of Dir(E) satisfying the conditions of Proposition 20.5. Then a desired deformation
retraction [0, 1]×Ωg Ell(E)→ Ωg Ell(E) can be defined by the formula

(20.2) (s,A) 7→ As = ρ0A
0

s + ρ1A
1

s, where A0

s(t) = hs(A(t)), A1

s(t) = ghs(g
−1A(t)).

Indeed, by property (3) of Proposition 20.5 the operators A0

s(t) and A1

s(t) have the
same symbols, so their convex combination As(t) lies in Ell(E) for every t ∈ [0, 1].
The symbols and the chiral decompositions of the odd Dirac operators A0

1
(t) and

A1

1
(t) coincide, so their convex combination A1(t) lies in Dir(E). For s = 0 we get

A0

0
= A1

0
= A, so A0 = (ρ0 + ρ1)A = A. For each s ∈ [0, 1] we have

As(1) = A1

s(1) = ghs(g
−1A(1)) = ghs(A(0)) = gA0

s(0) = gAs(0),

so As lies inΩg Ell(E). Since E−(A) depends only on the symbol of A and is preserved
by hs, we get E−(As,g) = E−(A,g) for every s ∈ [0, 1].

2. We define the deformation retraction H : [0, 1] ×ΩgEll(E) → ΩgEll(E) by the
formula Hs(γ)(t) = (As(t), T(t)) for γ ∈ ΩgEll(E), where A is the projection of
γ to Ωg Ell(E), γ(t) = (A(t), T(t)), and As is defined by the formula (20.2). Since
E−(As,g) = E−(A,g), Hs(γ) is correctly defined. �

Deformation retraction of special subspaces. Let Ell+(E), respectively Ell−(E) be
the subspace of Ell(E) consisting of all (A,L) with positive definite T , respectively
negative definite T (see Proposition 15.3).

Proposition 20.8. For every g ∈ U(E), there exists a deformation retraction of ΩgEll+(E)
onto a subspace of ΩgDir+(E) and a deformation retraction of ΩgEll−(E) onto a subspace of
ΩgDir−(E).

Proof. Let H be a deformation retraction of ΩgEll(E) onto a subspace of Ωg Dir(E)
satisfying conditions of Proposition 20.7.

For γ ∈ ΩgEll+(E) and γs = Hs(γ) we have F(γs) = F(γ) = 0, so by Proposition 17.2
γs ∈ ΩgEll+(E) for every s. In particular, γ1 ∈ ΩgEll+(E)∩Ωg Dir(E) = ΩgDir+(E).

For γ ∈ ΩgEll−(E) and γs = Hs(γ) we have F(γs) = F(γ) = E−(γ) = E−(γs), so
by Proposition 17.2 γs ∈ ΩgEll−(E) for every s. In particular, γ1 ∈ ΩgEll−(E) ∩
Ωg Dir(E) = ΩgDir−(E). �

70



21 Vanishing of the spectral flow

Invertible Dirac operators. We have no means to detect the invertibility of an arbi-
trary element of Ell(E) by purely topological methods. However, there is a big class
of odd Dirac operators which are necessarily invertible.

Proposition 21.1. Let A ∈ Dir(E), that is, A is an odd Dirac operator. Let T be a positive
definite automorphism of E−∂ (A), and let L be the boundary condition for A defined by (15.2).
Then AL has no zero eigenvalues. The same is true for negative definite T . In other words,
both Dir+(E) and Dir−(E) are subspaces of Ell0(E).

This proposition explains why we distinguish odd Dirac operators. If T is definite,
but A is not odd, then AL no longer has to be invertible.

Proof. Let A be defined by formula (18.1). Denote the symbol of A+ by σ+. Let
u = (u+,u−) be a section of the vector bundle E = E+(A)⊕ E−(A). If u ∈ dom(AL),
then the restriction of u to ∂M satisfies iσ+(n)u+ = Tu−. Since A+ and A− are
formally conjugate one to another, Green’s formula gives∫

∂M

〈
Tu−,u−

〉
dl =

∫
∂M

〈
iσ+(n)u+,u−

〉
dl =

∫
M

(〈
A+u+,u−

〉
−
〈
u+,A−u−

〉)
ds,

where dl is the length element on ∂M and ds is the volume element on M.

Suppose now that ALu = 0. Then A+u+ = A−u− = 0, so the last integral vanishes
and we obtain

∫
∂M 〈Tu

−,u−〉dl = 0. If T is positive definite or negative definite on
∂M, then the last equality implies vanishing of u− on ∂M. This together with the
boundary condition iσ+(n)u+ = Tu− implies vanishing of u+ on ∂M. By the weak
inner unique continuation property of Dirac operators [BW], we get u ≡ 0 on whole
M. It follows that AL has no zero eigenvalues, which completes the proof of the
proposition. �

Vanishing of the spectral flow. Our next goal is to show that the spectral flow
satisfies the first condition of Theorem 19.3.

Proposition 21.2. Let γ be an element ofΩ∗EllM,ΩUEll+M, orΩUEll−M. Then γ is connected
by a path with an element of ΩUEll0M, and hence sf(γ) = 0.

Proof. Suppose that γ ∈ ΩgEll+(E) or ΩgEll−(E), g ∈ U(E). By Proposition 20.8, γ is
connected by a path with an element γ1 of ΩgDir+(E) or ΩgDir−(E) respectively. By
Proposition 21.1 γ1 ∈ ΩgEll0(E).

Suppose that γ ∈ Ω∗ Ell(E), that is, γ(t) ≡ (A,L). Since AL is Fredholm, AL − λ is
invertible for some λ ∈ R. The path γs(t) = (A− sλ,L) connects γ with the constant
loop γ1 ∈ Ω∗ Ell0(E).

Since the spectral flow vanishes on paths in Ell0(E), sf(γ1) = 0. The homotopy in-
variance of the spectral flow implies sf(γ) = 0, which completes the proof of the
proposition. �
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22 The spectral flow formula

Now we are ready to compute the spectral flow.

Theorem 22.1. Let γ : [0, 1]→ Ell(E) be a continuous path such that γ(1) = gγ(0) for some
smooth unitary bundle automorphism g of E. Then sf (γ) = Ψ(γ,g).

The proof consists of a sequence of lemmas.

Lemma 22.2. There is an integer c = cM depending only on M such that

(22.1) sf (γ) = c ·Ψ(γ,g)

for every γ ∈ ΩgEll(E), g ∈ U(E).

Proof. The spectral flow defines the homomorphism sf : ΩUEllM → Z, (γ,g) 7→ sf(γ),
which is constant on path connected components of ΩUEllM. By Proposition 21.2, the
spectral flow vanishes on Ω∗EllM, ΩUEll+M, and ΩUEll−M. Thus Φ = sf and Λ = Z

satisfy the first condition of Theorem 19.3. By Theorem 19.3 there is a c ∈ Z such that
(22.1) holds for every γ ∈ ΩgEll(2kM). Since every vector bundle over M is trivial,
this completes the proof of the lemma. �

Lemma 22.3. The value of c does not depend on the choice of a metric on M.

Proof. Let h, h ′ be two metrics on M. The Hilbert spaces L2(M,h;E) and L2(M,h ′;E)
are isomorphic, with an isometry given by the formula u 7→ cu, where c is the
positive-valued function on M defined by the formula c =

√
det(h ′)/det(h). This

isometry induces the bijection between the spaces Ell(M,h;E) and Ell(M,h ′;E) and
leaves invariant the spectral flow of paths. On the other hand, such an isometry leaves
invariant both the symbols of operators and local boundary conditions, so it leaves
invariant F(A,L). The conjugation by c also leaves invariant bundle automorphism
g. Therefore, the aforementioned bijection Ell(M,h;E)→ Ell(M,h ′;E) does not affect
F(γ,g). This implies that the factor c in (22.1) is the same for metrics h and h ′. Since
h and h ′ are arbitrary metrics, c does not depend on the choice of a metric. �

Lemma 22.4. If M is diffeomorphic to the annulus, then cM = cann = 1.

This was proven by the author in [P1, Theorem 4] (cann is denoted by c2 there). The
proof is based on the direct computation of the spectral flow for the Dirac operator on
M = S1 × [0, 1] with varying connection and fixed boundary condition. We include
the proof to the thesis for complicity.

Proof. By Lemma 22.3, the value of cann does not depend on the geometry of an
annulus, so we can choose such a geometry that computation become as simple as
possible. Let us take the annulus M = {(r,ϕ) : 1 6 r 6 2} in polar coordinates (r,ϕ)
on the plane, with the metric ds2 = dr2 + dϕ2. We compute the spectral flow for the
path of Dirac operators (D+Qt) acting on sections of the trivial vector bundle over
M of rank 2, that is, on functions

u =

(
u+

u−

)
, u± : M→ C.

72



We take the Dirac operators D+Qt with the boundary condition given by formula
(15.2), with a fixed (independent of t) scalar automorphism T . Let

D = −i

(
0 ∂r − i∂ϕ

∂r + i∂ϕ 0

)
, Qt =

(
0 it

−it 0

)
, T =

{
+1 at r = 1

−1 at r = 2
.

The ends of this path are conjugated by the scalar function g : M→ U(1), g = eiϕ.

We obtain the following system for an eigenvector u and an eigenvalue λ of (D+Qt, T):

(22.2)


(−i∂r + ∂ϕ − it)u+ = λu−

(−i∂r − ∂ϕ + it)u− = λu+

u+ = iu− at r = 1, 2

.

All the eigenvectors of (D+Qt, T) are smooth functions, so we can seek them in the
form

(22.3) u±(r,ϕ) =
∑
k∈Z

u±k (r)e
ikϕ.

Substituting (22.3) to (22.2), we obtain the following system:
∂ru

+
k − (k− t)u+k − iλu−k = 0

∂ru
−
k + (k− t)u−k − iλu+k = 0

u+k = iu−k at r = 1, 2

.

Equivalently, 
∂r
(
u+k + iu−k

)
= (k− t− λ)

(
u+k − iu−k

)
∂r
(
u+k − iu−k

)
= (k− t+ λ)

(
u+k + iu−k

)
u+k − iu−k = 0 at r = 1, 2

and ∂2

r

(
u+k − iu−k

)
= ((k− t)2 − λ2)

(
u+k − iu−k

)
. So we have the following cases:

• either u+k = u−k ≡ 0,

• or k− t+ λ = 0, u−k = const, u+k = iu−k ,

• or (k− t)2 − λ2 = −(πl)2, l ∈ Z \ {0}, u+k − iu−k = const ·
(
eπilr − e−πilr)

)
.

Thus, the set

Λ = {(t, λ) : λ is an eigenvalue of (D+Qt, T)} ⊂ R2

can be represented as the union Λ = Λ1 ∪Λ2, where Λ1 = {(t, λ) : λ− t ∈ Z} (with
multiplicities 1 for all eigenvalues) and Λ2 is a subset of {(t, λ) : |λ| > π}.

If λj(t) are continuous functions from the interval [0, 1] to R such that λi(t) 6 λj(t)
for i 6 j and Λ ∩ {(t, λ) : 0 6 t 6 1} is the union of the graphs of functions λj(t), then
λj(t) = j+ t when −3 6 j 6 2 (up to a shift of the numeration). So

sf (D+Qt, T)t∈[0,1] = 1.
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On the other hand, by Lemma 22.2

sf (D+Qt, T)t∈[0,1] = cann ·Ψ((D+Qt),g).

Since T is positive on the inner boundary circle ∂M1 = {r = 1}, the restriction F1 of
F = F((D+Qt),g) to this boundary circle vanishes. The restriction F2 of F to the
outer boundary circle ∂M2 = {r = 2} is obtained from the trivial vector bundle of rank
1 over ∂M2 × [0, 1] by gluing it with twisting by g. Therefore,

Ψ((D+Qt),g) =
2∑
j=1

c1(Fj)[∂Mj × S1] = c1(F2)[∂M2 × S1] = deg(g|∂M2

) = 1.

Taking all this together, we obtain cann = 1. �

Lemma 22.5. For any smooth oriented connected surface M the values of cM and cann coin-
cide.

Proof. There are different ways to reduce the computation of cM to the case of an
annulus. Here we describe one of them, namely the splitting ofM into two pieces: the
smaller surfaceM ′ diffeomorphic toM and the collarM ′′ of the boundary. Following
ideas of Kirk and Lesch from [KL], we take the Dirac operator which has the product
form near boundary and choose mutually orthogonal boundary conditions on the
sides of the cut. Then the spectral flow over M coincides with the sum of spectral
flows overM ′ andM ′′. SinceM ′′ is the disjoint union of annuli, this reasoning allows
to reduce the computation of cM to the computation for the annuli. Let us describe
this procedure in more detail.

Let U be a collar neighbourhood of ∂M in M; we identify U with the product
(−2ε, 0]× ∂M. Let (y, z) be the coordinates on U, with y ∈ ∂M, z ∈ (−2ε, 0], and
(∂z,∂y) a positive oriented basis in TU. Equip M with a metric whose restriction to
U has the product form dl2 = dy2 + dz2.

Let D ∈ Dir(E) be an odd Dirac operator acting on sections of E = E+(D)⊕ E−(D)
with E+(D) = E−(D) = 2M. Adding a bundle automorphism to D if required, we can
ensure that the restriction of D to U has the product form D|U = −i(σ1∂z + σ2∂y),
where σ1 =

(
0 σ−

1

σ+
1

0

)
, σ2 = σ1Q, Q =

(
i 0

0 −i

)
.

Let F be a vector bundle of rank 1 over ∂M×S1 such that c1(F)[∂M×S1] 6= 0. Choose
the smooth embedding of F into the trivial vector bundle of rank 2 over ∂M× S1.
Restricting this embedding to ∂M× {t}, we obtain the smooth loop (Ft)t∈S1 of smooth
subbundles Ft of 2∂M. Define the smooth automorphisms Tt of 2∂M by the formula
Tt = (−1)Ft ⊕ 1F⊥t

. Let Lt ⊂ E∂ be the corresponding boundary condition for D (that
is, Lt is obtained from Tt as described in Proposition 15.3). Then F = F(γ) for the
loop γ ∈ ΩEll(E) defined by the formula γ(t) = (D,Lt). By Lemma 22.2,

sf (D,Lt) = cM · c1(F)[∂M× S1].

Let us cut M along N = {−ε} × ∂M ⊂ U. We obtain the disconnected surface
Mcut = M ′ qM ′′, where M ′′ = [−ε, 0] × ∂M is the disjoint union of annuli and
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M ′ is diffeomorphic to M. Denote by Ecut = E ′ q E ′′ the lifting of E on Mcut, and by
Dcut = D ′ qD ′′ the lifting of D on Mcut. By N ′, N ′′ denote the sides of the cut, so
that ∂M ′ = N ′ and ∂M ′′ = N ′′ q ∂M.

The restriction of Ecut to N ′ qN ′′ is isomorphic to the disjoint union of two copies of
E|N. Let us identify its sections with sections of the vector bundle Ē∂ = (E⊕ E)|N. The
diagonal subbundle ∆ = {u⊕ u} of Ē∂ defines the so called transmission boundary
condition on the cut. The natural isometry L2(E) → L2(Ecut) takes the operator DLt
to the operator Dcut

∆qLt . Therefore, Dcut
∆qLt is a self-adjoint Fredholm regular operator

on L2(Ecut), and
sf (D,Lt) = sf (Dcut,∆q Lt).

Extending the identification above to the identification of sections of Ecut
∣∣
U ′qU ′′ with

sections of Ē = (E⊕ E)|U ′ , where U ′ = (−2ε,−ε]× ∂M, U ′′ = [−ε, 0)× ∂M, we can
write Dcut in the collar of the cut as

D̄ = −i(σ̄1∂z̄ + σ̄2∂y), where σ̄1 =

(
σ1 0

0 −σ1

)
, σ̄2 =

(
σ2 0

0 σ2

)
,

and z̄ is the normal coordinate increasing in the direction of the cut (so z̄ = z on
U ′ and z̄ = −z− 2ε on U ′′). We also change the orientation on M ′, so that (∂z̄,∂y)
becomes a negative oriented basis. Then Q̄ = −σ̄−1

1
σ̄2 = (−Q)⊕Q and

(22.4) Ē+ = E ′− ⊕ E ′′+, Ē− = E ′+ ⊕ E ′′−.

The restriction σ̄+
1

of σ̄1 to Ē+ has the form σ̄+
1
= σ−

1
⊕ (−σ+

1
) with respect to decom-

positions (22.4).

Proposition 15.3 associates with every self-adjoint automorphism T̄ of Ē−∂ the subbun-
dle L̄(T̄) of Ē∂ given by the formula iσ̄+

1
ū+ = T̄ ū−. Each L̄(T̄) is a self-adjoint well

posed boundary condition for D̄ on the cut, so L̄(T̄)q Lt is a self-adjoint well posed
boundary condition for Dcut.

The transmission boundary condition ∆ corresponds to the unitary self-adjoint auto-
morphism

T̄∆ = iσ̄+
1

(
0 1

1 0

)
=

(
0 iσ−

1

−iσ+
1

0

)
of Ē−∂ = 4∂M. Over every point x ∈ ∂M the trace of T̄∆ is zero, so it has exactly
two positive and two negative eigenvalues. T̄∆ can be identified with a map from
∂M to the complex Grassmanian Gr(2, 4). Since Gr(2, 4) is simply connected, every
two maps from ∂M to Gr(2, 4) are homotopic. Thus T̄0 = T̄∆ can be connected by a
smooth homotopy (T̄s) with T̄1 = (−1)⊕ 1 in the space of (unitary) self-adjoint bundle
automorphisms of Ē−∂ .

Denote by L̄s the subbundle of Ē∂ corresponding to T̄s, and let L̄ = L̄1. Then L̄s q Lt
is a self-adjoint well posed global boundary condition for Dcut, so Dcut

L̄sqLt
is a regular

self-adjoint Fredholm operator on L2(Ecut) for each s, t. By Lemma 13.4 from Part III,
the map

[0, 1]× S1 → Gr
(
H1/2(Ē∂)⊕H1/2(E∂)

)
∼= Gr

(
H1/2(Ecut

∂ )
)

,
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(s, t) 7→ H1/2(L̄s) ⊕ H1/2(Lt), is continuous. By Proposition 13.2, this implies the
continuity of the map

[0, 1]× S1 → Rsa
F (L

2(Ecut)), (s, t) 7→ Dcut
L̄sqLt .

Therefore, by the homotopy invariance property of the spectral flow we have

sf (Dcut,∆q Lt) = sf (Dcut, L̄q Lt).

The boundary condition L̄ is given by the formula iσ̄+
1
ū+ = T̄1ū

−. Coming back from
Ē∂ to Ecut

∣∣
N ′qN ′′ , we obtain L ′q L ′′ in place of L̄, where L ′ is the subbundle of Ecut

∣∣
N ′

given by the formula i(−σ+
1
)u ′+ = u ′− and L ′′ is the subbundle of Ecut

∣∣
N ′′ given by

the formula iσ+
1
u ′′+ = u ′′−. Therefore, L̄q Lt is a local boundary condition for Dcut.

Applying Lemma 22.2 to the connected components of Mcut, we obtain

sf (Dcut, L̄q Lt) = sf (D ′,L ′) + sf (D ′′,L ′′ q Lt) = sf (D ′′,L ′′ q Lt) =
cann ·

(
c1(F

′′)[N ′′ × S1] + c1(F)[∂M× S1]
)
= cann · c1(F)[∂M× S1],

since F ′′ is zero vector bundle.

Combining all this together, we obtain

cM · c1(F)[∂M× S1] = sf (D,Lt) = sf (Dcut,L ′ q L ′′ q Lt) = cann · c1(F)[∂M× S1].

The value of c1(F)[∂M× S1] does not vanish due to the choice of F. Therefore, cM =
cann, which completes the proof of the lemma and of Theorem 22.1. �

23 Example: conjugation by a scalar function

In this section we illustrate Theorem 22.1 by a simple example. We consider a one-
parameter family (At) of operators such that A1 is conjugate to A0 by a scalar auto-
morphism g. We suppose that all At have the same symbol, and we take the same
boundary condition for all At. In this case, our spectral flow formula takes an espe-
cially simple form.

Let (A,L) ∈ Ell(E). Suppose that

g : M→ U(1) = {z ∈ C : |z| = 1}

is a smooth function (scalar gauge transformation). Then the conjugation by g pre-
serves the symbol of A. More precisely, the conjugation by g takes A to the operator
gAg−1 = A− g−1σA(dg).

Let Q : [0, 1] → Endsa(E) be a one-parameter family of smooth self-adjoint bundle
endomorphisms such that Q1 = Q0 − g−1σA(dg). Then At = A + Qt is a one-
parameter family of self-adjoint elliptic operators satisfying the conjugation condition
A1 = gA0g

−1.

Let T be the bundle automorphism of E−∂ defined by formula (15.4). Since T(x) is
nondegenerate at every x ∈ ∂M, the number of negative eigenvalues of T(x) (counting
multiplicities) does not depend on the choice of x ∈ ∂Mj. Denote this number by εj.
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Theorem 23.1. Let (A,L) ∈ Ell(E) and let g : M → {z ∈ C : |z| = 1} be a scalar gauge
transformation. Suppose that Q : [0, 1]→ Endsa(E) is a one-parameter family of smooth self-
adjoint bundle endomorphisms such that Q1 = Q0 − g

−1σA(dg). Then the spectral flow of
the family (A+Qt,L) is given by the formula

sf (A+Qt,L) =
m∑
j=1

εjgj,

where gj is the degree of the restriction of g to ∂Mj and εj is defined as described above.

Proof. Every local boundary condition is invariant with respect to a scalar bun-
dle automorphisms. Thus the one-parameter family of boundary value problems
γ : [0, 1]→ Ell(E) defined by the formula γ(t) = (A+Qt,L) is an element of ΩgEll(E).

Let us lift F(A,L) to ∂M× [0, 1] and identify (u, 1) with (gu, 0) for every u ∈ F(A,L).
The resulting vector bundle F over ∂M× S1 is isomorphic to F(γ,g). By Theorem
22.1,

sf (γ) = c1(F)[∂M× S1] =

m∑
j=1

c1(Fj)[∂Mj × S1].

The j-th summand in the right hand side is equal to the rank εj of Fj multiplied by
the “twisting” number gj. It follows that sf (A+Qt,L) =

∑
εjgj. �

24 Universality of the spectral flow

The direct sum of two invertible operators is again invertible, so the disjoint union

Ell0M =
∐
k∈N

Ell0(2kM)

is a subsemigroup of EllM. The disjoint union

ΩUEll0M =
∐

k∈N,g∈U(2kM)

ΩgEll0(2kM).

is a subsemigroup of ΩUEllM.

Theorem 24.1. LetΦ be a semigroup homomorphism fromΩUEllM to a commutative monoid
Λ, which is constant on path connected components of ΩUEllM. Then the following two
conditions are equivalent:

1. Φ vanishes on ΩUEll0M.

2. Φ = ϑ ◦ sf for some (unique) monoid homomorphism ϑ : Z → Λ, that is, Φ has the
form Φ(γ,g) = c · sf(γ) for some invertible constant c ∈ Λ.
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In other words, the spectral flow defines an isomorphism of monoids

sf : π0(ΩUEllM)/π0(ΩUEll0M)→ Z.

Proof. (2 ⇒ 1) follows immediately from properties (S0-S2) of the spectral flow; see
Section 7.

Let us prove (1 ⇒ 2). Suppose that Φ satisfies condition (1) of the theorem. By
Proposition 21.2 Φ vanishes on Ω∗EllM, ΩUEll+M, and ΩUEll−M. Theorem 19.3 then
implies that Φ = ϑ ◦ Ψ for some (unique) monoid homomorphism ϑ : Z → Λ. By
Theorem 22.1 Ψ is equal to the spectral flow. Taking this all together, we obtain
Φ = ϑ ◦ sf. Taking c = ϑ(1), we obtain Φ(γ,g) = c · sf(γ), which completes the proof
of the theorem. �
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Part VI

Family index
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25 The analytical index

The analytical index of a map. Recall that we have the natural inclusion

ι : Ell(E) ↪→ Rsa
K (L2(E)) , (A,L) 7→ AL,

and by Proposition 14.3 this inclusion is continuous.

Let γ be a continuous map from a compact topological space X to Ell(E). We define
the analytical index of γ to be the index of the composition of γ with the inclusion
ι : Ell(E) ↪→ Rsa

K (L
2(E)) and will denote it by inda(γ).

More generally, the index can be defined for a family of elliptic operators acting on a
family of bundles; we describe such a situation below.

Families of elliptic operators. For a smooth Hermitian vector bundle E over M, we
denote by U(E) the group of smooth unitary bundle automorphisms of E with the
C1-topology.

The continuous action of the topological group U(E) on E induces the continuous
embedding U(E) ↪→ U(L2(E)). The action of U(E) on Ell(E) given by the rule g(A,L) =
(gAg−1, gL) is continuous and compatible with the action of U(E) on R(L2(E)).

Denote by Vect X the class of all Hermitian vector bundles over X and by Vect∞M the
class of all smooth Hermitian vector bundles over M. Denote by Vect X, M the class of
all locally trivial fiber bundles over X with fibers Ex ∈ Vect∞M and the structure group
U(Ex). Note that in the case of disconnected X the fibers over different points of X
are not necessarily isomorphic.

Let E ∈ Vect X, M. We will denote by Ell(E) the locally trivial fiber bundle over X
with the fiber Ell(Ex) associated with E. A section of Ell(E) is just a family of elliptic
operators acting on fibers of a family (Ex) of vector bundles over M parametrized by
points of X. We denote by ΓEll(E) the space of sections of Ell(E) equipped with the
compact-open topology.

The analytical index of a family. A bundle E ∈ Vect X, M defines the Hilbert bundle
H = H(E) over X, whose fiber over x ∈ X is Hx = L

2(Ex). Note that the fibers Hx over
different points x are isomorphic as Hilbert spaces even if Ex are not isomorphic as
vector bundles over M.

The natural embedding ι : Ell(E) ↪→ Rsa
K (L

2(E)) is U(E)-equivariant and thus defines
the bundle embedding Ell(E) ↪→ Rsa

K (H), which we still will denote by ι. For a section
γ of Ell(E), ι(γ) is a section of Rsa

K (H). The analytical index inda(γ) of γ is defined as
the family index of ι(γ).

Invertible operators. Recall that Ell0(E) denotes the subspace of Ell(E) consisting
of all pairs (A,L) such that the unbounded operator AL has no zero eigenvalues
(since AL is self-adjoint, this condition is equivalent to the invertibility of AL). For
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E ∈ Vect X, M we denote by Ell0(E) the subbundle of Ell(E), whose fiber over x ∈ X is
Ell0(Ex).

Property (I0) of Proposition 8.2 implies that the analytical index vanishes on sections
of Ell0(E); our proof of the index theorem will rely heavily upon this fact.

26 The topological index

The first main result of this part is the computation of the analytical index of a section
γ : x 7→ (Ax,Lx) of Ell(E) in terms of topological data of γ over the boundary. These
data are encoded in the family F = (Fx)x∈X of vector bundles over ∂M with Fx =
F(Ax,Lx).

The correspondence between boundary conditions and automorphisms of E−∂ . Re-
call that by Proposition 15.3 self-adjoint elliptic local boundary conditions L for A
are in a one-to-one correspondence with self-adjoint bundle automorphisms T of E−∂ .
This correspondence is given by the rule (15.4),

L = KerPT with PT = P+
(
1 + iσ(n)−1TP−

)
,

where P+ denotes the projection of E∂ onto E+∂ along E−∂ and P− = 1− P+. It is shown
in Proposition 16.4 that the correspondence (A,L) 7→ (A, T) is a homeomorphism.
This allows us to move freely from (A,L) to (A, T) and back; we will use it further
without special mention in constructions of homotopies.

In Section 15 we associated with a pair (A,L) ∈ Ell(E) the subbundle F = F(A,L)
of E−∂ , whose fibers Fx, x ∈ ∂M are spanned by the generalized eigenspaces of Tx
corresponding to negative eigenvalues. Being a subbundle of E−∂ , F(A,L) is also a
smooth subbundle of E∂. Moreover, the map F : Ell(E) → C1(Gr(E∂)) is continuous;
see Proposition 16.4.

Subbundles, restrictions, and forgetting smooth structure. For V ∈ VectX,M we
denote by V∂ ∈ Vect X,∂M the locally trivial bundle over X whose fiber over x ∈ X is
the restriction of Vx to ∂M.

Let N be a smooth manifold (in our case it will be either M or ∂M), and let V ∈
VectX,N. We say that W ⊂ V is a subbundle of V if W ∈ VectX,N and Wx is a smooth
subbundle of Vx for every x ∈ X.

We will denote by 〈V〉 the vector bundle over X×N whose restriction to {x}×N is
the fiber Vx with forgotten smooth structure.

We discuss the correspondence V 7→ 〈V〉 in more detail in the appendix to Part VI; we
prove there a couple of technical results that are used in the main part of the thesis.

Definition of F(γ). Let γ be a section of Ell(E), E ∈ Vect X, M. By Propositions 16.3
and 16.4, E−(Ax) and F(Ax,Lx) ⊂ E−(Ax) continuously depend on x. Hence they
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define the subbundle E−(γ) of E whose fiber over x is E−(Ax), and the subbundle
F = F(γ) of E−

∂ (γ) whose fiber over x is F(Ax,Lx).

The homomorphism Indt. The boundary ∂M is a disjoint union of circles, so the
natural homomorphism

K0(X)⊗K0(∂M)⊕K1(X)⊗K1(∂M) −→ K0(X× ∂M)

is an isomorphism. Denote by α∂ the projection of K0(X× ∂M) on the second sum-
mand K1(X)⊗K1(∂M) of this direct sum. The orientation ofM induces an orientation
of ∂M and thus defines the identification of K1(∂M) =

⊕m
j=1
K1(∂Mj) with Zm, where

∂Mj, j = 1 . . .m, are the boundary components. Denote by δ the homomorphism
K1(∂M) = Zm → Z given by the formula (a1, . . . ,am) 7→

∑m
j=1
aj. Equivalently, δ is

the connecting homomorphism of the exact sequence

K1(M) K1(∂M) K0(M,∂M) = Z,i∗ δ

where i denotes the inclusion ∂M ↪→M and the identification of K0(M,∂M) with Z

is given by the orientation of M.

We define the topological index homomorphism

Indt : K
0(X× ∂M)→ K1(X)

to be the composition

(26.1) K0(X× ∂M) K1(X)⊗K1(∂M) K1(X)⊗Z = K1(X).
α∂ Id⊗δ

The topological index. We define the topological index of a section γ of Ell(E) by
the formula

(26.2) indt(γ) = Indt[F(γ)],

where [F] denotes the class of 〈F〉 in K0(X× ∂M).

27 Properties of the topological index

Properties of the homomorphism Indt. Denote by G∂ the image of the homomor-
phism K0(X×M)→ K0(X× ∂M) induced by the embedding of X× ∂M in X×M.

Denote by G� the image of the natural homomorphism K0(X)⊗ K0(∂M) → K0(X×
∂M). Recall that this homomorphism takes the tensor product [W]⊗ [V] of the classes
of vector bundlesW over X and V over ∂M to the class of their external tensor product
[W � V] ∈ K0(X× ∂M).

Denote by G the subgroup of K0(X× ∂M) spanned by G∂ and G�.
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Proposition 27.1. The homomorphism Indt is surjective with the kernel G. In other words,
the following sequence is exact:

0 G K0(X× ∂M) K1(X) 0.
Indt

Proof. The groups K∗(M) and K∗(∂M) are free of torsion, so the first two rows of the
following commutative diagram are short exact sequences:

0 K0(X)⊗K0(M) K0(X×M) K1(X)⊗K1(M) 0

0 K0(X)⊗K0(∂M) K0(X× ∂M) K1(X)⊗K1(∂M) 0

K1(X)⊗Z

0

Id⊗i∗

α

(Id×i)∗ Id⊗i∗

α∂

Indt
Id⊗δ

Taking tensor product of the exact sequence

K1(M)
i∗−→ K1(∂M)

δ−→ K0(M,∂M) = Z −→ 0

by K1(X), we see that the right column of this diagram is also exact.

It follows from the diagram that Indt vanishes on both G� and G∂. Both α∂ and Id⊗δ
are surjective, so Indt is also surjective. Finally,

K0(X× ∂M)/G = Im (α∂) / Im (α∂ ◦ (Id×i)∗) =
= (K1(X)⊗K1(∂M)) / (K1(X)⊗K1(M)) = K1(X)⊗Z,

and the quotient map is given by the composition (Id⊗δ) ◦α∂ = Indt. This completes
the proof of the proposition. �

Special subspaces. The following two subspaces of Ell(E) will play a special role:

• Ell+(E) consists of all (A, T) ∈ Ell(E) with positive definite T .

• Ell−(E) consists of all (A, T) ∈ Ell(E) with negative definite T .

Proposition 27.2. Let γ be a section of Ell(E). Then the following statements hold:

• F(γ) = 0 if and only if γ is a section of Ell+(E);

• F(γ) = E−
∂ (γ) if and only if γ is a section of Ell−(E).

Proof. This follows immediately from the definition of F. �

Denote by Γ± Ell(E) the subspace of ΓEll(E) consisting of sections γ that can be written
in the form

(27.1) γ = γ ′ ⊕ γ ′′ with γ ′ ∈ ΓEll+(E ′) and γ ′′ ∈ ΓEll−(E ′′)

for some orthogonal decomposition E ∼= E ′ ⊕ E ′′.
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Proposition 27.3. The class of F(γ) in K0(X× ∂M) lies in G∂ for every γ ∈ Γ± Ell(E).

Proof. For γ defined by (27.1), F(γ) = F(γ ′′) = E−
∂ (γ

′′), so [F(γ)] ∈ G∂. �

Twisting. A bundle E ∈ Vect X, M can be twisted by W ∈ Vect X, giving rise to another
bundle from Vect X, M, which we denote by W ⊗ E. If W is a subbundle of a trivial
vector bundle kX, then W⊗E is a subbundle of the direct sum of k copies of E, whose
fiber over x ∈ X is Wx ⊗ Ex.

A section γ of Ell(E) can be twisted by W, resulting in the section 1W ⊗ γ of Ell(W ⊗
E). This construction induces the map 1W⊗ : Ell(E)→ Ell(W ⊗ E).

For W ∈ Vect X and E ∈ Vect∞M we denote by W � E the tensor product W ⊗ E, where
E is the trivial bundle over X with the fiber E. For (A,L) ∈ Ell(E) we denote by
1W � (A,L) the section 1W ⊗ γ of W � E, where γ : X → Ell(E) is the constant map
x 7→ (A,L).

Denote by Γ� Ell(E) the subspace of ΓEll(E) consisting of sections γ having the form

(27.2) γ =
⊕
i

1Wi
� (Ai,Li)

for some (Ai,Li) ∈ Ell(Ei), Ei ∈ Vect∞M , and Wi ∈ Vect X with respect to some decom-
position of E into the orthogonal direct sum

⊕
iWi � Ei.

Proposition 27.4. The class of F(γ) in K0(X× ∂M) lies in G� for every γ ∈ Γ� Ell(E).

Proof. For γ defined by formula (27.2) we have [F(γ)] =
∑
i [Wi � F(Ai,Li)] ∈ G�. �

Properties of the topological index. A continuous map f : X → Y induces the map
f∗E : ΓEll(E) → ΓEll(f∗E) for every E ∈ VectY,M. On the other hand, f induces the
homomorphism f∗ : K1(Y) → K1(X). We will use this functoriality to state property
(T3) in the following proposition.

Proposition 27.5. The topological index has the following properties for every E,E ′ ∈ Vect X, M:

(T0) The topological index vanishes on Γ± Ell(E) and Γ� Ell(E).

(T1) indt(γ) = indt(γ
′) if γ and γ ′ are homotopic sections of Ell(E).

(T2) indt(γ⊕ γ ′) = indt(γ) + indt(γ
′) ∈ K0(X) for every section γ of Ell(E) and γ ′ of

Ell(E ′).

(T3) indt(f
∗γ) = f∗ indt(γ) ∈ K1(Y) for any section γ of Ell(E) and any continuous map

f : Y → X.

(T4) indt(1W ⊗ γ) = [W] · indt(γ) for every section γ of Ell(E) and every W ∈ Vect X.

(T5) For a loop γ : S1 → Ell(E),

(27.3) indt(γ) = c1(F(γ))[∂M× S1]
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up to the natural identification K1(S1) ∼= Z. Here c1(F) is the first Chern class of F,
[∂M×S1] is the fundamental class of ∂M×S1, and ∂M is equipped with an orientation
in such a way that the pair (outward normal to ∂M, positive tangent vector to ∂M) has
a positive orientation.

Vanishing of indt on Γ� Ell(E) is a corollary of (T3) and (T4); however, we prefer to
give this property separately in (T0) for a reason which will be clear later.

Proof. (T0). If γ ∈ Γ± Ell(E), then [F(γ)] ∈ G∂ by Proposition 27.3. If γ ∈ Γ� Ell(E),
then [F(γ)] ∈ G� by Proposition 27.4. In both cases Proposition 27.1 implies indt(γ) =
0.

(T1). If γ and γ ′ are homotopic sections of Ell(E), then F(γ) and F(γ ′) are homotopic
subbundles of E∂. Thus the subbundles 〈F(γ)〉 and 〈F(γ ′)〉 of 〈E∂〉 are homotopic, so
they are isomorphic as vector bundles and their classes in K0(X× ∂M) coincide. This
implies indt(γ) = indt(γ

′).

(T2). F(γ ⊕ γ ′) = F(γ) ⊕ F(γ ′), so [F(γ ⊕ γ ′)] = [F(γ)] + [F(γ ′)] in K0(X × ∂M).
Applying the homomorphism Indt, we obtain the equality indt(γ⊕ γ ′) = indt(γ) +
indt(γ

′) in K1(X).

(T3). F(f∗γ) = f∗F(γ), so [F(f∗γ)] = f∗[F(γ)] ∈ K0(Y×∂M). Since the homomorphism
Indt : K

0(X× ∂M)→ K1(X) is natural by X, we have indt(f
∗γ) = f∗ indt(γ).

(T4). 〈F(1W ⊗ γ)〉 = W ⊗ 〈F(γ)〉, so [F(1W ⊗ γ)] = [W] · [F(γ)] ∈ K0(X× ∂M). Both
α∂ : K

0(X × ∂M) → K1(X) ⊗ K1(∂M) and Id⊗δ : K1(X) ⊗ K1(∂M) → K1(X) ⊗Z are
homomorphisms of K0(X)-modules, so their composition Indt : K

0(X× ∂M) → K1(X)
is also a homomorphism of K0(X)-modules. Combining all this together, we get
indt(1W ⊗ γ) = [W] · indt(γ).

(T5). It is easy to check that, for X = S1 and up to the natural identification K1(S1) ∼=
Z, Indt[V] = c1(V)[∂M× S1] for every vector bundle V over ∂M× S1. This implies
formula (27.3) and completes the proof of the proposition. �

28 Dirac operators

Recall that kM denotes the trivial vector bundle over M of rank k with the standard
Hermitian structure. Denote by kX,M ∈ Vect X, M the trivial bundle over X with the
fiber kM.

Odd Dirac operators. Recall that Dir(E) denotes the subspace of Ell(E) consisting of
all odd Dirac operators, that is, operators having the form

A =

(
0 A−

A+
0

)
with respect to the chiral decomposition E = E+(A)⊕ E−(A),

and Dir(E) denotes the subspace of Ell(E) consisting of all pairs (A,L) such that
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A ∈ Dir(E). The following two subspaces of Dir(E) will play a special role:

Dir+(E) = Dir(E)∩ Ell+(E), Dir−(E) = Dir(E)∩ Ell−(E).

We denote by Dir(E) the subbundle of Ell(E), whose fiber over x ∈ X is Dir(Ex).
Similarly, denote by Dir+(E) and Dir−(E) the subbundles of Dir(E), whose fibers over
x ∈ X are Dir+(Ex) and Dir−(Ex), respectively.

Realization of bundles. We will need the following result in our proofs.

Proposition 28.1. Let V ∈ Vect X, M and let W be a subbundle of V∂. Then there is a section
γ of Dir(V⊕V) such that E−(γ) = V⊕ 0 and F(γ) = W. In particular, every vector bundle
over X× ∂M is isomorphic to 〈F(γ)〉 for some γ : X→ Dir(2kM)), k ∈N.

Proof. Let us choose smooth global sections e1, e2 of TM such that (e1(y), e2(y))
is a positive oriented frame in TyM for every y ∈ M. Choose a smooth unitary
connection ∇x on each fiber Vx in such a way that ∇x continuously depends on x
with respect to the C1-topology on the space of smooth connections on Vx. (Such a
connection can be constructed using a partition of unity subordinated to a finite open
covering of X trivializing V.) Then Dx = −i∇xe1

+∇xe2

is the Dirac operator acting on
sections of Vx and depending continuously on x. Let Dtx be the operator formally
adjoint to Dx. Since the operation of taking formally adjoint operator is a continuous
transformation of Ell(E), Dtx is continuous by x. Thus the operator Ax =

(
0 Dt

x
Dx 0

)
is an odd self-adjoint Dirac operator acting on sections of Vx ⊕ Vx and depending
continuously on x.

Let Tx be the self-adjoint automorphism of E−(Ax) = V∂,x ⊕ 0 equal to minus the
identity on Wx and to the identity on the orthogonal complement of Wx in Vx. Let Lx
be the subbundle of Vx ⊕ Vx corresponding to Tx by formula (15.2). Then (Ax,Lx) ∈
Dir(Vx ⊕ Vx) and F(Ax,Lx) = Wx. The section γ : x 7→ (Ax,Lx) of Dir(V⊕ V) satisfies
conditions E−(γ) = V and F(γ) = W, which proves the first claim of the proposition.

Suppose now that we are given an isomorphism class of a vector bundle over X×
∂M. We can realize it as a subbundle of a trivial vector bundle kX×∂M for some
k ∈ N. By Proposition 35.2 from the appendix, this subbundle is homotopic (and
thus isomorphic) to W = 〈W〉 for some subbundle W of kX,∂M. Applying conclusion
above to V = kX,M and W, we obtain a section γ of Dir(V⊕ V) such that W = F(γ).
Since V⊕V = 2kX,M is trivial, γ is just a map from X to Dir(2kM). This completes the
proof of the proposition. �

Image in K0(X× ∂M). Denote by Γ± Dir(E) the subspace of Γ Dir(E) consisting of
sections γ that can be written in the form γ = γ ′ ⊕ γ ′′ with γ ′ ∈ ΓDir+(E ′) and
γ ′′ ∈ ΓDir−(E ′′) for some orthogonal decomposition E ∼= E ′ ⊕ E ′′.

Proposition 28.2. The subgroup G∂ of K0(X× ∂M) is generated by the classes [F(γ)] with
γ running over Γ± Dir(2kX,M) and k running over N.

Proof. The subgroup G∂ is generated by the images j∗[V] with V ∈ VectX×M. By
Proposition 35.2, every such V is isomorphic to 〈V〉 for some subbundle V of kX,M for
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some (sufficiently large) k. Let V ′ be the subbundle of kX,M whose fibers V ′x are the
orthogonal complements of fibers Vx in kM. By Proposition 28.1, there are sections
γ ∈ Γ Dir(V⊕V) and γ ′ ∈ Γ Dir(V ′⊕V ′) such that E−(γ) = V, F(γ) = V∂, E−(γ ′) = V ′,
and F(γ ′) = 0. By Proposition 27.2 γ ∈ ΓDir−(V ⊕ V) and γ ′ ∈ ΓDir+(V ′ ⊕ V ′).
Identifying (V⊕ V)⊕ (V ′ ⊕ V ′) with (V⊕ V ′)⊕ (V⊕ V ′) = 2kX,M, we identify γ⊕ γ ′
with an element of Γ±Dir(2kX,M). By construction, F(γ⊕ γ ′) = V∂ ⊕ 0, so j∗[V] =
[V∂] = [F(γ⊕ γ ′)]. This completes the proof of the proposition. �

Tensor product. Twisting respects Dirac operators and their grading, so its restric-
tion to Dir(E) defines the map 1W⊗ : Dir(E)→ Dir(W ⊗ E).

Denote by Γ� Dir(E) the subspace of Γ� Ell(E) consisting of sections γ having the
form γ =

⊕
i 1Wi

� (Ai,Li) for some (Ai,Li) ∈ Dir(Ei), Ei ∈ Vect∞M , and Wi ∈ Vect X
with respect to some decomposition of E into the orthogonal direct sum

⊕
iWi � Ei.

Proposition 28.3. The subgroup G� of K0(X× ∂M) is generated by the classes [F(γ)] with
γ running over Γ� Dir(2kX,M) and k running over N.

Proof. The subgroup G� is generated by the classes of external tensor products
[W � V] with W ∈ Vect X and V ∈ Vect∞∂M. Choose an embedding of W in a trivial
vector bundle nX over X, and let W ′ be the orthogonal complement of W in nX.
By Proposition 28.1 applied to a one-point base space, we can realize V as F(A,L)
for some (A,L) ∈ Dir(2kM), k ∈ N. Choose arbitrary (A ′,L ′) ∈ Dir+(2kM). Then
γ = 1W � (A,L) is a section of Dir(W � 2kM) and γ ′ = 1W ′ � (A ′,L ′) is a section of
Dir+(W ′ � 2kM). Identifying W � 2kM ⊕W ′ � 2kM with (W ⊕W ′)� 2kM = 2nkX,M,
we obtain the section γ⊕ γ ′ ∈ Γ� Dir(2nkX,M) with 〈F(γ⊕ γ ′)〉 = (W � V)⊕ (W ′ �
0) =W � V . This completes the proof of the proposition. �

Surjectivity of the topological index.

Proposition 28.4. For every µ ∈ K1(X) there are k ∈ N and γ : X → Dir(2kM) such that
µ = indt(γ).

Proof. By Proposition 27.1 the homomorphism Indt : K
0(X× ∂M) → K1(X) is surjec-

tive, so µ = Indt λ for some λ ∈ K0(X× ∂M). We can realize λ as [V] − [nX×∂M] for
some vector bundle V over X×∂M and n ∈N. By Proposition 28.1 V is isomorphic to
〈F(γ)〉 for some γ : X → Dir(2kM). The trivial vector bundle nX×∂M is the restriction
of nX×M to X× ∂M, so [nX×∂M] ∈ G∂ ⊂ Ker Indt. Combining all this, we obtain

indt(γ) = Indt[V] = Indt[V] − Indt[nX×∂M] = Indt λ = µ.

This completes the proof of the proposition. �

29 Universality of the topological index. I

Homotopies that fix operators. In this section we will deal with those deforma-
tions of sections of Ell(E) that fix an operator family (Ax) and change only boundary
conditions (Lx).
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Let us fix an odd Dirac operator D ∈ Dir(2M). Denote by δ+, respectively δ−, the
constant map from X to (D, Id) ∈ Dir+(2M), respectively (D,− Id) ∈ Dir−(2M). We
denote by kδ+, respectively kδ−, the direct sum of k copies of δ+, respectively δ−.

Proposition 29.1. Let γ : x 7→ (Ax,Lx) and γ ′ : x 7→ (Ax,L ′x) be sections of Ell(E) differing
only by boundary conditions. Then the following statements hold.

1. If 〈F(γ)〉 and 〈F(γ ′)〉 are homotopic subbundles of
〈
E−
∂ (γ)

〉
, then γ and γ ′ are homo-

topic sections of Ell(E).

2. If 〈F(γ)〉 and 〈F(γ ′)〉 are isomorphic as vector bundles, then the sections γ⊕ kδ+ and
γ ′ ⊕ kδ+ of Ell(E⊕ 2kX,M) are homotopic for some k ∈N.

3. If [F(γ)] = [F(γ ′)] ∈ K0(X× ∂M), then the sections γ⊕ lδ− ⊕ kδ+ and γ ′ ⊕ lδ− ⊕
kδ+ of Ell(E⊕ 2lX,M ⊕ 2kX,M) are homotopic for some l,k ∈N.

Proof. Recall that E−
∂ (γ) depends only on operators, so E−

∂ (γ) = E−
∂ (γ

′); denote it by
E−
∂ . Denote F = F(γ) and F ′ = F(γ ′).

1. Let A : x 7→ Ax be the corresponding section of Ell(E). Denote by L(A) ⊂ Γ Ell(E)
the space of all lifts of A to sections of Ell(E). Denote by Lu(A) the subspace of
L(A) consisting of sections (Ax, Tx) such that the self-adjoint automorphisms Tx is
unitary for every x ∈ X. The subspace Lu(A) is a strong deformation retract of L(A),
with the retraction given by the formula hs(Ax, Tx) = (Ax, (1− s+ s|Tx|−1)Tx). Since hs
preserves F, it is sufficient to prove the first claim of the proposition for γ,γ ′ ∈ Lu(A).

Suppose that 〈F〉 and 〈F ′〉 are homotopic subbundles of
〈
E−
∂

〉
. Then F and F ′ are

homotopic subbundles of E−
∂ by Proposition 35.3 from the appendix. An element

γ ∈ Lu(A) is uniquely defined by the subbundle F(γ) of E−
∂ (γ). Hence a homotopy

between F and F ′ defines the path in Lu(A) ⊂ Γ Ell(E) connecting γ with γ ′.

2. If 〈F〉 and 〈F ′〉 are isomorphic as vector bundles, then they are homotopic as
subbundles of

〈
E−
∂

〉
⊕ kX×∂M for k large enough. Thus the sections γ ⊕ kδ+ and

γ ′ ⊕ kδ+ of Ell(E⊕ 2kX,M) satisfy conditions of the first claim of the proposition and
therefore are homotopic.

3. The equality [F] = [F ′] implies that the vector bundles 〈F〉 and 〈F ′〉 are stably
isomorphic, that is, 〈F〉 ⊕ lX×∂M = 〈F(γ⊕ lδ−)〉 and 〈F ′〉 ⊕ lX×∂M = 〈F(γ ′ ⊕ lδ−)〉 are
isomorphic for some integer l. It remains to apply the second part of the proposition
to the sections γ⊕ lδ− and γ ′ ⊕ lδ− of Ell(E⊕ 2lX,M). �

The case of different operators. For a section γ : x 7→ (Ax, Tx) of Ell(E) we denote by
γ+ the section of Ell+(E) given by the rule x 7→ (Ax, Id).

Proposition 29.2. Let γi be a section of Ell(Ei), E1,E2 ∈ Vect X, M, i = 1, 2. Suppose that
[F(γ1)] = [F(γ2)] ∈ K0(X× ∂M). Then the sections γ1 ⊕ γ+2 ⊕ lδ− ⊕ kδ+ and γ+

1
⊕ γ2 ⊕

lδ− ⊕ kδ+ of Ell(E1 ⊕ E2 ⊕ 2lX,M ⊕ 2kX,M) are homotopic for l, k large enough.

Proof. The sections γ ′
1
= γ1 ⊕ γ+2 and γ ′

2
= γ+

1
⊕ γ2 of Ell(E1 ⊕ E2) differ only by

boundary conditions and thus fall within the framework of Proposition 29.1. By
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Proposition 27.2 F(γ ′i) = F(γi). It remains to apply the third part of Proposition 29.1
to γ ′

1
and γ ′

2
. �

Commutativity. The direct sum of operators is a non-commutative operation. How-
ever, it is commutative up to homotopy, as the following proposition shows.

Proposition 29.3. Let f : X→ Ell(2kM), g : X→ Ell(2lM) be continuous maps. Then f⊕ g
and g⊕ f are homotopic as maps from X to Ell((2k+ 2l)M).

Proof. Let J1 be the unitary automorphism of C2k+2l given by the formula u⊕ v 7→
v⊕ u for u ∈ C2k, v ∈ C2l. Let us choose a path J : [0, 1] → U(C2k+2l) connecting
J0 = Id with J1. Denote by J̃s the unitary bundle automorphism of (2k+ 2l)M induced
by Js. Then the map h : [0, 1]× X → Ell((2k+ 2l)M) defined by the formula hs(x) =
J̃s(f(x)⊕ g(x)) gives a desired homotopy between f⊕ g and g⊕ f. �

Universality of the topological index. Now we are ready to state our first univer-
sality result.

Theorem 29.4. Let γi be a section of Ell(Ei), E1,E2 ∈ Vect X, M, i = 1, 2. Then the following
two conditions are equivalent:

1. indt(γ1) = indt(γ2).

2. There are k, l ∈N and sections β±i ∈ Γ
± Dir(2kX,M), β�i ∈ Γ� Dir(2lX,M) such that

(29.1) γ1 ⊕ γ+2 ⊕β±1 ⊕β�1 and γ+
1
⊕ γ2 ⊕β±2 ⊕β�2

are homotopic sections of Ell(E1 ⊕ E2 ⊕ 2kX,M ⊕ 2lX,M).

Proof. (2⇒ 1) follows immediately from properties (T0–T2) of the topological index.

Let us prove (1 ⇒ 2). Suppose that indt(γ1) = indt(γ2). Then Indt(λ1 − λ2) = 0 for
λi = [F(γi)] ∈ K0(X× ∂M). Proposition 27.1 implies that λ1 − λ2 = λ∂ + λ� for some
λ∂ ∈ G∂ and λ� ∈ G�.

By Proposition 28.2 λ∂ = [F(β∂
2
)] − [F(β∂

1
)] for some β∂

1
,β∂

2
∈ Γ± Dir(2nX,M) (one can

equate the ranks of corresponding trivial bundles by adding several copies of δ+ if
needed). Similarly, by Proposition 28.3 λ� = [F(β�

2
)] − [F(β�

1
)] for some β�

1
,β�

2
∈

Γ� Dir(2lX,M) (one can equate the ranks of corresponding trivial bundles by increas-
ing the ranks of ambient trivial bundles for V and W in construction of β�i if needed;
see the proof of Proposition 28.3). Combining all this, we obtain[

F
(
γ1 ⊕β�1 ⊕β∂1

)]
=
[
F
(
γ2 ⊕β�2 ⊕β∂2

)]
.

Adding sections of Ell+(Ei ⊕ 2lX,M ⊕ 2nX,M) to the sections on both sides of this
equality, we obtain[
F
(
γ1 ⊕ γ+2 ⊕ (β�

1
⊕β∂

1
)⊕ (β�

2
⊕β∂

2
)+
)]

=
[
F
(
γ+

1
⊕ γ2 ⊕ (β�

1
⊕β∂

1
)+ ⊕ (β�

2
⊕β∂

2
)
)]

.
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The third part of Proposition 29.1 implies that

γ1 ⊕ γ+2 ⊕ (β�
1
⊕β∂

1
)⊕ (β�

2
⊕β∂

2
)+ ⊕ sδ− ⊕ tδ+

and
γ+

1
⊕ γ2 ⊕ (β�

1
⊕β∂

1
)+ ⊕ (β�

2
⊕β∂

2
)⊕ sδ− ⊕ tδ+

are homotopic for some integers s, t. Using Proposition 29.3 to rearrange terms,
taking k = 2n+ l+ s+ t, and defining β±i ∈ Γ

± Dir(2kX,M) by the formula

β±i = β∂i ⊕ (β∂j ⊕β�j )+ ⊕ sδ− ⊕ tδ+ for {i, j} = {1, 2} ,

we obtain the second condition of the theorem. �

Universality for families. Our next goal is to describe invariants of families of el-
liptic operators satisfying the same properties as the topological index. Let Φ(γ) be
such an invariant. We start with the first three properties (T0-T2) of the topological
index:

(E±) Φ vanishes on Γ± Ell(E).

(E�) Φ vanishes on Γ� Ell(E).

(E1) Φ(γ) = Φ(γ ′) if γ and γ ′ are homotopic sections of Ell(E).

(E2) Φ(γ⊕ γ ′) = Φ(γ) +Φ(γ ′) for every section γ of Ell(E) and γ ′ of Ell(E ′).

Let V be a subclass of Vect X, M satisfying the following condition:

(29.2) V is closed under direct sums
and contains the trivial bundle 2kX,M for every k ∈N.

In particular, V can coincide with the whole Vect X, M.

Theorem 29.5. Let X be a compact space and Λ be a commutative monoid. Suppose that we
associate an element Φ(γ) ∈ Λ with every section γ of Ell(E) for every E ∈ V. Then the
following two conditions are equivalent:

1. Φ satisfies properties (E±, E�, E1, E2) for all E,E ′ ∈ V;

2. Φ has the formΦ(γ) = ϑ(indt(γ)) for some (unique) monoid homomorphism ϑ : K1(X)→
Λ.

Proof. (2⇒ 1) follows immediately from properties (T0–T2) of the topological index.

Let us prove (1⇒ 2). We show first that

(29.3) indt(γ1) = indt(γ2) implies Φ(γ1) = Φ(γ2)
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for all γi ∈ ΓEll(Ei), E1,E2 ∈ V. Indeed, if indt(γ1) = indt(γ2), then by Theorem
29.4 the sections (29.1) are homotopic for some k, l ∈ N, β±i ∈ Γ

± Dir(2kX,M), and
β�i ∈ Γ� Dir(2lX,M). Properties (E1) and (E2) then imply

Φ(γ1) +Φ(γ+
2
) +Φ(β±

1
) +Φ(β�

1
) = Φ(γ2) +Φ(γ+

1
) +Φ(β±

2
) +Φ(β�

2
).

(E±) implies Φ(γ+i ) = Φ(β±i ) = 0, while (E�) implies Φ(β�i ) = 0. Thus we obtain
Φ(γ1) = Φ(γ2), which proves (29.3).

Next we define the homomorphism ϑ : K1(X) → Λ. Let µ be an arbitrary element
of K1(X). By Proposition 28.4 there exist k ∈ N and a section β of Dir(2kX,M) such
that µ = indt(β). In order to satisfy condition (2) of the theorem we have to put
ϑ(µ) = Φ(β). The correctness of this definition follows from (29.3).

Let now γ be an arbitrary section of Ell(E) and µ = indt(γ). By definition above
ϑ(µ) = Φ(β) for some β such that µ = indt(β). Then indt(γ) = µ = indt(β), so (29.3)
implies Φ(γ) = Φ(β) = ϑ(µ) = ϑ(indt(γ)). This completes the proof of the theorem.
�

In the case V = Vect X, M, the property (E±) in the statement of the last Theorem 19.3an
be replaced by the property (T±) from the Introduction, namely vanishing of Φ on
sections of Ell+(E) and Ell−(E). Indeed, a section from Γ± Ell(E) is a sum of sections
of Ell+(E ′) and Ell−(E ′′) for some E ′ and E ′′, so (T±) together with (E2) implies (E±).
Similarly, (E�) can be replaced by the property (T�) from the Introduction, namely
vanishing of Φ on sections having the form 1W � (A,L). Therefore, for V = Vect X, M
Theorem 29.5 takes the following form, which we give in the Introduction.

Theorem 29.6. Let X be a compact space and Λ be a commutative monoid. Suppose that we
associate an element Φ(γ) ∈ Λ with every section γ of Ell(E) for every E ∈ Vect X, M. Then
the following two conditions are equivalent:

1. Φ satisfies properties (T±, T�) and (I1, I2).

2. Φ has the formΦ(γ) = ϑ(indt(γ)) for some (unique) monoid homomorphism ϑ : K1(X)→
Λ.

30 Natural transformations of K1

Let C be one of the following categories: the category of compact Hausdorff spaces
and continuous maps, the category of finite CW-complexes and continuous maps,
or the category of smooth closed manifolds and smooth maps. We consider K1 as a
functor from C to the category of Abelian groups.

The purpose of this section is the proof of the following proposition, which we use
in the next section to prove the second collection of results about universality of the
family index.
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Proposition 30.1. Let ϑ be a natural self-transformation of the functor X 7→ K1(X) respecting
the K0(·)-module structure (that is, ϑ(λµ) = λϑ(µ) for every object X of C and every λ ∈
K0(X), µ ∈ K1(X)). Then ϑ is multiplication by some integer c, that is, ϑX(µ) = cµ for every
object X of C and every µ ∈ K1(X). In particular, if ϑS1 is the identity, then ϑX is the identity
for every X.
Proof. K1(U(1)) is an infinite cyclic group, so ϑU(1) is multiplication by some integer;
denote this integer by c.

Let X be an object of C and µ ∈ K1(X). There is n ∈ N and a continuous map f : X→
U(n) such that µ = f∗β, where β denotes the element of K1(U(n)) corresponding to
the canonical representation U(n) → Aut(Cn). Since ϑ is natural, ϑXµ = f∗(ϑU(n)β).
Therefore, it is sufficient to show that ϑU(n)β = cβ.

Let T = U(1)n be the maximal torus in U(n) consisting of diagonal matrices and
V = U(n)/T be the flag manifold. Let π : V × T → U(n) be the natural projection
given by the formula π(gT ,u) = gug−1.

Denote by L1, . . . ,Ln the canonical linear bundles over V , and let li = [Li] ∈ K0(V).
Let αi be the element of K1(T) corresponding to the projection of T = U(1)n on the
i-th factor. We denote the liftings of Li, li, and αi to V × T by the same letters. The
lifting of β can be written in these notations as π∗β =

∑n
i=1
liαi.

The element αi is lifted from U(1) and ϑU(1) is multiplication by c, hence ϑV×T (αi) =
cαi. Since ϑV×T is a K0(V × T)-module homomorphism, we have

π∗(ϑU(n)β) = ϑV×T (π
∗β) =

n∑
i=1

ϑV×T (liαi) =
n∑
i=1

li · ϑV×T (αi) =
n∑
i=1

li · cαi = π∗(cβ),

that is, π∗
(
ϑU(n)β− cβ

)
= 0. To complete the proof of the proposition, it is sufficient

to show the injectivity of the homomorphism π∗ : K1(U(n)) → K1(V × T), which we
perform in the following lemma.

Lemma 30.2. The homomorphism π∗ : K∗(U(n))→ K∗(V × T) is injective.
Proof. The k-th exterior power U(n) → Aut(Λk Cn) of the canonical representation
U(n) → Aut(Cn) defines the element of K1(U(n)); denote this element by βk. The
ring K∗(U(n)) is the exterior algebra over Z generated by β1, . . . ,βn [At, Theorem
2.7.17]. Therefore, for every non-zero µ ∈ K∗(U(n)) there is µ ′ ∈ K∗(U(n)) such that
µ ·µ ′ = cµb, where b = β1 · . . . ·βn and cµ is a non-zero integer. Thus the injectivity of
π∗ is equivalent to the condition that c · π∗b 6= 0 in K∗(V × T) for every integer c 6= 0.

By the Künneth formula [At, Theorem 2.7.15], K∗(T) is the exterior algebra over Z

generated by the elements α1, . . . ,αn ∈ K1(T). Applying the Künneth formula one
more time, we obtain K∗(V × T) = K∗(V)⊗ K∗(T). The group K∗(T) is free Abelian
and K∗(V) is torsion-free, so K∗(V)⊗K∗(T) is also torsion-free. Hence we should only
prove that π∗b 6= 0. Let us compute π∗b.
(30.1)

π∗βk =
∑

I⊂{1,...,n}
|I|=k

∑
i∈I
αi ·
∏
j∈I
lj

 =

n∑
i=1

αili
∑

I⊂{1,...,n}\{i}
|I|=k−1

∏
j∈I
lj =

n∑
i=1

αili

[
Λk−1Ei

]
,
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where we denoted Ei =
⊕
j 6=i Lj. Since [Li ⊕ Ei] = n, we have

[
ΛkEi

]
+ li

[
Λk−1Ei

]
=[

Λk(Li ⊕ Ei)
]
=
(
n
k

)
, where

(
n
k

)
are the binomial coefficients. Induction by k gives[

ΛkEi
]
= qk(li), where the polynomials qk ∈ Z[x] are defined by the formula qk(x) =∑k

j=0
(−1)j

(
n
k−j

)
xj. Substituting this to (30.1), we get π∗βk =

∑n
i=1
αiliqk−1(li). Taking

the product of these identities for k running from 1 to n and using the identity∏
li = 1, we obtain

(30.2) π∗b =

n∏
k=1

π∗βk = Q(l1, . . . , ln) ·α1 · . . . ·αn,

where Q ∈ Z[x1, . . . , xn] is the determinant of the matrix (qk−1(xi))i,k=1..n. Since
(−1)kqk(x) is a unital polynomial of degree k, the polynomial Q is equal up to sign
to the Vandermonde determinant dn(x1, . . . , xn) = det(xk−1

i ) =
∏
i>j(xi − xj).

It will be more convenient for us to use uk = lk − 1 as the generators of K0(V)
instead of lk. The ring homomorphism Z[x1, . . . , xn] → K0(V) sending xi to ui is
surjective; its kernel is the ideal Jn generated by the elementary symmetric polyno-
mials σk(x1, . . . , xn), k = 1 . . . ,n [At, Proposition 2.7.13]. Obviously, dn(l1, . . . , ln) =∏
i>j(li − lj) =

∏
i>j(ui − uj) = dn(u1, . . . ,un).

Let us show that

(30.3) dn(x1, . . . , xn) ≡ n!
n−1∏
k=1

xkk+1
mod Jn.

Indeed, d2(x1, x2) = x2 − x1 ≡ 2x2 mod J2. Let n > 2 and suppose that

(30.4) dn−1(x1, . . . , xn−1) ≡ (n− 1)!
n−2∏
k=1

xkk+1
mod Jn−1.

Since σk(x1, . . . , xn−1) + xnσk−1(x1, . . . , xn−1) = σk(x1, . . . , xn) ≡ 0 mod Jn, induction
by k implies σk(x1, . . . , xn−1) ≡ (−1)kxkn mod Jn for all k. Hence

(30.5)
∏

16j6n−1

(xn − xj) =

n−1∑
k=0

(−1)kσk(x1, . . . , xn−1)x
n−1−k
n ≡ nxn−1

n mod Jn.

The inverse image of the ideal Jn−1 under the projection

Z[x1, . . . , xn]→ Z[x1, . . . , xn]/(xn) = Z[x1, . . . , xn−1]

is the ideal generated by xn and Jn. Taking into account induction assumption (30.4),
we obtain

(30.6)
∏

16j<i6n−1

(xi − xj) ≡ (n− 1)!
n−1∏
k=2

xk−1

k + xnf mod Jn
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for some f ∈ Z[x1, . . . , xn]. Multiplying (30.6) by (30.5), we get

(30.7)
∏

16j<i6n

(xi − xj) ≡ n!
n∏
k=2

xk−1

k +nf · xnn mod Jn.

Since x1, . . . , xn are roots of the polynomial xn − σ1x
n−1 + . . . + (−1)nσn, their n-th

powers xni lie in Jn, so nf · xnn ≡ 0 mod Jn, and (30.3) follows from (30.7). Therefore,
(30.4) implies (30.3), so (30.3) holds for all n > 2.

The quotient Z[x1, . . . , xn]/Jn is a free Abelian group with the generators
∏n−1

k=1
x
jk
k+1

,
0 6 jk 6 k [Kar, Theorem 3.28]. The right-hand side of (30.3) coincides with one
of these generators up to the factor n!, so it does not vanish in Z[x1, . . . , xn]/Jn.
Equivalently, dn(u1, . . . ,un) does not vanish in K0(V). Taking into account that
α1 · . . . ·αn 6= 0 in K∗(T), we finally obtain

(30.8) π∗b = (−1)n(n−1)/2 n!
n−1∏
k=1

ukk+1
·α1 · . . . ·αn 6= 0 in K∗(V × T).

This completes the proof of the lemma and of the proposition. �

31 Universality of the topological index. II

Universality for families: functoriality and twisting. Our next goal is to describe
families Φ = (ΦX) of K1(X)-valued invariants satisfying two more properties in addi-
tion to (E±, E�, E1, E2):

(E3) ΦY(f∗Eγ) = f∗ΦX(γ) ∈ K1(Y) for every section γ of Ell(E) and every continuous
map f : Y → X.

(E4) ΦX(1W ⊗ γ) = [W] ·ΦX(γ) for every section γ of Ell(E) and every W ∈ Vect X.

Theorem 31.1. Suppose that we associate an element ΦX(γ) ∈ K1(X) with every section γ
of Ell(E) for every compact topological space X and every E ∈ Vect X, M. Then the following
two conditions are equivalent:

1. The family Φ = (ΦX) satisfies properties (E±, E�, E1–E4) for all E,E ′ ∈ Vect X, M;

2. There is an integer c such that Φ has the form ΦX = c · indt.

Remark 31.2. As well as in Theorem 29.6, the property (E±) in the statement of this
Theorem 19.3an be replaced by (T±) and (E�) can be replaced by (T�).

Proof. (2⇒ 1) follows immediately from properties (T0-T4) of the topological index.

Let us prove (1 ⇒ 2). By Theorem 29.5, for every compact space X there is a homo-
morphism

(31.1) ϑX : K
1(X)→ K1(X) such that ΦX(γ) = ϑX(indt(γ))
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for every E ∈ Vect X, M and every section γ of Ell(E). Moreover, such a homomorphism
ϑX is unique.

Let f : Y → X be a continuous map and µ ∈ K1(X). By property (T5) of the topological
index µ = indt(γ) for some γ ∈ ΓEll(E), E ∈ Vect X, M. By (T3) indt(f

∗
Eγ) = f∗ indt(γ)

and by (E3) ΦY(f∗Eγ) = f
∗ΦX(γ). Substituting this to (31.1), we obtain

ϑY(f
∗µ) = ϑY(f

∗ indt(γ)) = ϑY(indt(f
∗
Eγ)) = ΦY(f

∗
Eγ) = f

∗ΦX(γ) = f
∗ϑX indt(γ) = f

∗ϑX(µ).

Thus the family (ϑX) defines a natural transformation ϑ of the functor X 7→ K1(X) to
itself.

Similarly, (T4) and (E4) imply that ϑ respects the K0(·)-module structure on K1(·), that
is, ϑX(λµ) = λϑX(µ) for every compact space X and every λ ∈ K0(X), µ ∈ K1(X).

We show in Proposition 30.1 of Part III that the only natural transformations satisfying
this property are multiplications by an integer. Hence, there is an integer c such that
ϑX(µ) = cµ for every X and every µ ∈ K1(X). Substituting this identity to (31.1), we
obtain the second condition of the theorem. �

The semigroup of elliptic operators. The disjoint union

EllM :=
∐
k∈N

Ell(2kM)

has the natural structure of a (non-commutative) graded topological semigroup, with
the grading by k and the semigroup operation given by the direct sum of operators
and boundary conditions. We denote by EllX,M the trivial bundle over X with the
fiber EllM and by

ΓEllX,M = C(X, EllM)

the topological semigroup of its sections, with the compact-open topology.

We will use the following two special subsemigroups of ΓEllX,M:

Γ± EllX,M =
∐
k∈N

Γ± Ell(2kX,M) and Γ� EllX,M =
∐
k∈N

Γ� Ell(2kX,M).

The subsemigroup of ΓEllX,M spanned by Γ± EllX,M and Γ� EllX,M will play a special
role; we denote it by Γ±� EllX,M.

The homotopy classes. The set π0(ΓEllX,M) = [X, EllM] of homotopy classes of maps
from X to EllM has the induced semigroup structure.

Proposition 31.3. The semigroup [X, EllM] is commutative for any topological space X.

Proof. Let f,g : X→ EllM be continuous maps. For every k, l ∈N the inverse images
f−1(Ell(2kM)) and g−1(Ell(2lM)) are open and closed in X, so their intersection Xk,l
is also open and closed. By Proposition 29.3 the restrictions of f⊕ g and g⊕ f to
Xk,l are homotopic as maps from Xk,l to Ell((2k+ 2l)M) (the proof of Proposition 29.3

96



does not use compactness of X and works as well for arbitrary topological space).
Since X is the disjoint union of Xk,l, this implies that f⊕ g and g⊕ f are homotopic as
maps from X to EllM. Therefore, the classes of f⊕ g and g⊕ f in [X, EllM] coincide, so
[X, EllM] is commutative. This completes the proof of the proposition. �

The topological index as a homomorphism. A continuous map γ : X→ EllM defines
the partition of X by subsets Xk, where Xk consists of points X such that γ(x) has the
grading k. Since the grading is continuous, all Xk are open-and-closed subsets of
X. Since X is compact, all but a finite number of Xk are empty, so this partition is
finite. The restriction of γ to Xk takes values in Ell(2kM), so γ can be identified with
a section of Ell(Eγ), where Eγ ∈ Vect X, M is the bundle whose restriction to Xk is the
trivial bundle over Xk with the fiber 2kM. Thus the topological index of γ is well
defined.

Since the topological index is additive with respect to direct sums, it defines the
monoid homomorphism indt : C(X, EllM) → K1(X). Since the topological index is
homotopy invariant, this homomorphism factors through the projection C(X, EllM)→
[X; EllM].

The inclusion Γ±� EllX,M ↪→ ΓEllX,M induces the homomorphism

π0(Γ
±� EllX,M)→ π0(ΓEllX,M) = [X; EllM];

we denote its image by [X; EllM]±�.

Since the topological index vanishes on Γ± EllX,M and Γ� EllX,M, it factors through the
quotient [X; EllM]/[X; EllM]±�. In other words, there exists a monoid homomorphism

κt : [X; EllM]/[X; EllM]±� → K1(X)

such that the following diagram is commutative:

(31.2)
C(X; EllM) [X; EllM] [X; EllM]/[X; EllM]±�

K1(X)
indt

κt

Theorem 31.4. Let X be a compact topological space. Then [X, EllM]/[X; EllM]±� is an
Abelian group isomorphic to K1(X), with an isomorphism given by κt.

Note that, for any given k, the restriction of κt to a given rank,

[X, Ell(2kX,M)]/[X; Ell(2kX,M)]±� → K1(X),

in general is neither injective nor surjective, so we need to take the direct sum for all
the ranks to obtain universality.

Proof. Denote the commutative monoid [X, EllM]/[X; EllM]±� by Λ and the composi-
tion of horizontal arrows on diagram (31.2) by Φ, so that indt = κt ◦Φ. By definition,
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Φ is additive, homotopy invariant, surjective, and vanishes on both Γ± EllX,M and
Γ� EllX,M.

Suppose first that X is connected. Then [X, EllM] =
∐
k[X, Ell(2kM)], so Φ and Λ

satisfy the first condition of Theorem 29.5 with V = {2kX,M}. Thus Φ = ϑ ◦ indt for
some monoid homomorphism ϑ : K1(X) → Λ. By Proposition 27.5 the topological
index is surjective. Thus κt and ϑ are mutually inverse and κt is an isomorphism.
This completes the proof of the theorem in the case of connected X.

In the general case we need to extend the set {2kX,M}k∈N of trivial bundles. Let V be
the set of all bundles Eγ with γ ∈ ΓEllX,M. An element E of V is defined by a partition
of X by open-and-closed subsets Xk, k ∈ N, such that all but a finite number of Xk
are empty. For such a partition, E is defined as the disjoint union of trivial bundles
2kXk,M. A continuous map from X to EllX,M is nothing else than a section of a bundle
Ell(E) with E ∈ V. Obviously, V is closed under direct sums and contains all trivial
bundles 2kX,M. Hence the triple (V,Φ,Λ) satisfies the first condition of Theorem 29.5,
and therefore Φ = ϑ ◦ indt for some monoid homomorphism ϑ : K1(X) → Λ. Taking
into account that both Φ and indt are surjective, we see that κt and ϑ are mutually
inverse and thus κt is an isomorphism. This completes the proof of the theorem. �

32 Deformation retraction

Proposition 32.1. The natural embedding Dir(E) ↪→ Ell(E) is a bundle homotopy equiv-
alence for every E ∈ Vect X, M. Moreover, there exists a fiberwise deformation retraction h
of Ell(E) onto a subbundle of Dir(E) having the following properties for every s ∈ [0, 1],
A ∈ Ell(Ex), and As = hs(A):

(1) E−(As) = E−(A).

(2) The symbol of As depends only on s and the symbol σA of A.

(3) The map h ′s : σA 7→ σAs
defined by (2) is U(Ex)-equivariant.

(4) If A ∈ Dir(Ex), then σAs
= σA.

In the case of one-point space X this result was proven in Section 20. We will use
Proposition 20.5 to construct such a deformation retraction for an arbitrary compact
space X.

Proof. Let (Xi) be a finite open covering of X such that the restrictions of E to Xi are
trivial. Choose trivializations fi : E|Xi → Ei ×Xi. For x ∈ Xi, denote by fix ∈ U(Ex,Ei)
the isomorphism of the fibers given by fi. The homeomorphism Ell(Ex) → Ell(Ei)
induced by fix we will also denote by fix.

Choose a partition of unity (ρi), ρi ∈ C(Xi,C∞,1(M)), subordinated to the covering
(Xi). Let hi : [0, 1]× Ell(Ei) → Ell(Ei) be a deformation retraction of Ell(Ei) onto a
subspace of Dir(Ei) satisfying conditions of Proposition 20.5.
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For x ∈ Xi and A ∈ Ell(Ex), we define an element Ais of Ell(Ex) by the formula
fix
(
Ais
)
= his

(
fix(A)

)
. From Proposition 20.5 we obtain the following:

(a) Ai
0
= A and Ai

1
∈ Dir(Ex) for every i.

(b) The symbol of Ais depends only on s and the symbol σ of A and is independent
of i; denote it by σs.

(c) The map σ 7→ σs defined by (b) is U(Ex)-equivariant.

(d) E−(σs) = E−(σ).

(e) If A ∈ Dir(Ex), then σs = σ for all s ∈ [0, 1].

(f) If If A,B ∈ Ell(Ex) and the symbols of Ai
1

and Bi
1

coincide, then Ai
1
= Bi

1
.

We claim that the bundle map h : [0, 1]× Ell(E)→ Ell(E) defined by the formula

(32.1) hs(A) =
∑
i

ρi(x)A
i
s for A ∈ Ell(Ex)

is a desired deformation retraction. The rest of the proof is devoted to the verification
of this claim.

First note that (a) implies h0 = Id. A convex combination of self-adjoint elliptic oper-
ators with the symbol σs is again a self-adjoint elliptic operator with the symbol σs,
so (b) implies σAs

= σs and As ∈ Ell(Ex). (c) implies condition (3) of the proposition,
(e) implies (4), and (d) implies (1).

The chiral decomposition of an odd Dirac operator Ai
1

is defined by its symbol σ1

and hence is independent of i, so (a) and (b) imply Imh1 ⊂ Dir(E).

Suppose that A ∈ Imh1, that is, A = B1 for some B ∈ Ell(Ex). Then A ∈ Dir(Ex), and
(e) implies σA1

= σA = σB1
. Hence the symbols of Ai

1
and Bi

1
coincide, and (f) implies

Ai
1
= Bi

1
. Substituting this to (32.1), we obtain A1 = B1, that is, h1(A) = A. Thus the

restriction of h1 on its image is the identity.

It remains to prove the homotopy equivalence part. Let A ∈ Dir(Ex). Then A1 =
h1(A) also lies in Dir(Ex), but As is not necessarily odd for s ∈ (0, 1), so we should
change a homotopy a little. Since the symbols of A1 and A coincide, the formula
h ′s(A) = (1 − s)A+ sA1 defines a continuous bundle map h ′ : [0, 1]×Dir(E)→ Dir(E)
such that h ′

0
= Id and h ′

1
= h1. It follows that the restriction of h1 to Dir(E) and the

identity map IdDir(E) are homotopic as bundle maps from Dir(E) to Dir(E). On the
other hand, the map h1 : Ell(E)→ Ell(E) is homotopic to IdEll(E) via the homotopy hs.
It follows that h1 : Ell(E) → Dir(E) is homotopy inverse to the embedding Dir(E) ↪→
Ell(E), that is, this embedding is a bundle homotopy equivalence. This completes the
proof of the proposition. �

Proposition 32.2. For every E ∈ Vect X, M the natural embeddings Γ Dir(E) ↪→ Γ Ell(E)
and Γ Dir(E) ↪→ Γ Ell(E) are homotopy equivalences. Moreover,
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1. There exists a deformation retraction of Γ Ell(E) onto a subspace of Γ Dir(E) preserving
E−(γ).

2. There exists a deformation retraction of Γ Ell(E) onto a subspace of Γ Dir(E) preserving
both E−(γ) and F(γ).

Proof. 1. The fiberwise deformation retraction h from Proposition 32.1 induces the
deformation retraction H on the space of sections satisfying conditions of the propo-
sition.

2. Denote by p the natural projection Γ Ell(E) → Γ Ell(E), which forgets boundary
conditions. We define the deformation retraction H̄ : [0, 1]× Γ Ell(E)→ Γ Ell(E) by the
formula H̄s(γ)(x) = (Hs(pγ)(x), T(x)) for γ : x 7→ (A(x), T(x)). Since E−(Hs(pγ)) =
E−(γ), H̄s(γ) is well defined. By definition of H̄, the subbundles F(H̄s(γ)) and F(γ)
of E−

∂ (γ) coincide for every s ∈ [0, 1] and γ ∈ Γ Ell(E).

3. The fiberwise homotopy h ′ from Proposition 32.1 induces the homotopy between
the restriction of H1 to Γ Dir(E) and the identity map of Γ Dir(E), as well as the homo-
topy between the restriction of H̄1 to Γ Dir(E) and the identity map of Γ Dir(E). The
same arguments as in the proof of Proposition 32.1 show that H1 : Γ Ell(E)→ Γ Dir(E)
is homotopy inverse to the embedding Γ Dir(E) ↪→ Γ Ell(E) and H̄1 : Γ Ell(E) →
Γ Dir(E) is homotopy inverse to the embedding Γ Dir(E) ↪→ Γ Ell(E). This completes
the proof of the proposition. �

Retraction of special subspaces. The following proposition is one of the key ingre-
dients in the proof of the index theorem.

Proposition 32.3. There exists a deformation retraction of Γ Ell+(E) onto a subspace of
Γ Dir+(E) and a deformation retraction of Γ Ell−(E) onto a subspace of Γ Dir−(E).

Proof. Let H̄ be a deformation retraction of Γ Ell(E) onto a subspace of Γ Dir(E)
satisfying conditions of Proposition 32.2. For γ ∈ Γ Ell+(E) and γs = H̄s(γ) we have
F(γs) = F(γ) = 0, so by Proposition 27.2 γs ∈ Γ Ell+(E) for all s. In particular,
γ1 ∈ Γ Ell+(E) ∩ Γ Dir(E) = Γ Dir+(E). For γ ∈ Γ Ell−(E) and γs = H̄s(γ) we have
F(γs) = F(γ) = E−(γ) = E−(γs), so by Proposition 27.2 γs ∈ Γ Ell−(E) for all s. In
particular, γ1 ∈ Γ Ell−(E) ∩ Γ Dir(E) = Γ Dir−(E). This completes the proof of the
proposition. �

33 Index theorem

Vanishing of the analytical index. Recall that by Proposition 21.1, AL has no zero
eigenvalues if (A,L) is an element of Dir+(E) or Dir−(E). In other words, both Dir+(E)
and Dir−(E) are subspaces of Ell0(E). Taking into account Proposition 32.3, we are
now able to describe, in purely topological terms, a big class of sections of Ell(E)
which are homotopic to families of invertible operators.

Proposition 33.1. Let γ be an element of Γ± Ell(E) or Γ� Ell(E). Then γ is homotopic to a
section of Ell0(E), and hence inda(γ) = 0.
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Proof. 1. If γ ∈ Γ± Ell(E), then γ = γ ′ ⊕ γ ′′ with γ ′ ∈ ΓEll+(E ′) and γ ′′ ∈ ΓEll−(E ′′)
for some orthogonal decomposition E ∼= E ′⊕E ′′. By Proposition 32.3, γ ′ is homotopic
to some γ ′

1
∈ ΓDir+(E ′) and γ ′′ is homotopic to some γ ′′

1
∈ ΓDir−(E ′′). By Proposition

21.1, γ ′
1

and γ ′′
1

are sections of Ell0(E ′) and Ell0(E ′′) respectively. It follows that γ is
homotopic to γ ′

1
⊕ γ ′′

1
, which is a section of Ell0(E).

2. Suppose that γ = 1W � (A,L) for some (A,L) ∈ Ell(E) and W ∈ Vect X. Since AL is
Fredholm, AL − λ is invertible for some λ ∈ R, that is, (A− λ,L) ∈ Ell0(E). The path
h : [0, 1]→ Γ� Ell(W � E) given by the formula hs = 1W � (A− sλ,L) connects γ with
1W � (A− λ,L) ∈ Ell0(W � E).

In the general case, for γ =
⊕

1Wi
� (Ai,Li) ∈ Γ� Ell(E), we take such a homo-

topy as described above for every direct summand 1Wi
� (Ai,Li) independently.

The direct sum of these homotopies gives a required homotopy of γ to a section
h1(γ) ∈ Γ� Ell0(E).

3. It follows from the homotopy invariance of the analytical index and its vanishing
on sections of Ell0(E) that inda(γ) = 0. �

Index theorem. Now we are able to prove our index theorem.

Theorem 33.2. Let X be a compact space and E ∈ Vect X, M. Then the analytical index is
equal to the topological index for every section γ of Ell(E):

(33.1) inda(γ) = indt(γ).

In particular, this equality holds for every continuous map γ : X→ Ell(E), E ∈ Vect∞M .

Proof. By Proposition 8.2 Φ = inda satisfies conditions (E0–E4). By Proposition
33.1 Φ satisfies conditions (E±, E�). By Theorem 31.1 there is an integer c such that
inda(γ) = c · indt(γ) for every section γ of Ell(E), every E ∈ Vect X, M, and every
compact space X. The factor c = cM does not depend on X, but can depend on M.

For X = S1 the analytical index of γ coincides with the spectral flow sf(γ) by Proposi-
tion 8.2, while the topological index of γ coincides with c1(F(γ))[∂M× S1] by Propo-
sition 27.5. Hence it is sufficient to compute the quotient

cM =
sf(γ)

c1(F(γ))[∂M× S1]

for some loop γ : S1 → Dir(2kM) such that the denominator of this quotient does not
vanish.

It remains to apply Theorem 22.1 to obtain cM = 1 for any surface M. In fact, we do
not even need Theorem 22.1 for this, it is enough to use Lemmas 22.4 and 22.5.

Therefore, inda(γ) = indt(γ), which completes the proof of the theorem. �

101



34 Universality of the analytical index

Recall that we denoted by Ell0(E) the subspace of Ell(E) consisting of all pairs (A,L)
such that the unbounded operator AL has no zero eigenvalues, and by Ell0(E) the
subbundle of Ell(E) whose fiber over x ∈ X is Ell0(Ex). Sections of Ell0(E) correspond
to families of invertible self-adjoint elliptic boundary problems.

Theorem 34.1. Let X be a compact space, and let γi be a section of Ell(Ei), Ei ∈ Vect X, M,
i = 1, 2. Then the following two conditions are equivalent:

1. inda(γ1) = inda(γ2).

2. There are k ∈ N, sections β0

i of Ell0(2kX,M), and sections γ0

i of Ell0(Ei) such that
γ1 ⊕ γ0

2
⊕β0

1
and γ0

1
⊕ γ2 ⊕β0

2
are homotopic sections of Ell(E1 ⊕ E2 ⊕ 2kX,M).

Proof. (2⇒ 1) follows immediately from properties (I0–I2) of the family index.

Let us prove (1 ⇒ 2). By Theorem 33.2 the equality inda(γ1) = inda(γ2) implies
indt(γ1) = indt(γ2). By Theorem 29.4 there are β±i ∈ Γ± Dir(2nX,M) and β�i ∈
Γ� Dir(2lX,M), i = 1, 2, such that the direct sums γ1 ⊕ γ+2 ⊕ β±1 ⊕ β�1 and γ+

1
⊕ γ2 ⊕

β±
2
⊕β�

2
are homotopic. By Proposition 33.1 γ+i is homotopic to a section γ0

i of Ell0(Ei)
and β±i ⊕ β

�
i is homotopic to a section β0

i of Ell0(2kX,M), k = n+ l. This completes
the proof of the theorem. �

Universality for families. In Sections 29 and 31 we considered invariants satisfying
properties (E±, E�) and (E1-E4). Now we replace the topological properties (E±, E�)
by the following analytical property:

(E0) Φ vanishes on sections of Ell0(E).

Theorem 34.2. Let X be a compact topological space and Λ be a commutative monoid. Let
V be a subclass of Vect X, M satisfying condition (29.2). Suppose that we associate an element
Φ(γ) ∈ Λ with every section γ of Ell(E) for every E ∈ V. Then the following two conditions
are equivalent:

1. Φ satisfies properties (E0–E2).

2. Φ has the formΦ(γ) = ϑ(inda(γ)) for some (unique) monoid homomorphism ϑ : K1(X)→
Λ.

Proof. (2 ⇒ 1) follows from properties (I0–I2) of the family index. (1 ⇒ 2) follows
from Theorem 29.4, Proposition 33.1, and Theorem 33.2. �

Theorem 34.3. Suppose that we associate an elementΦX(γ) ∈ K1(X) with every section γ of
Ell(E) for every compact space X and every E ∈ Vect X, M. Then the following two conditions
are equivalent:

1. The family Φ = (ΦX) satisfies properties (E0–E4).

2. Φ has the form ΦX(γ) = c · inda(γ) for some integer c.
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Proof. (2 ⇒ 1) follows from properties (I0–I4) of the family index. (1 ⇒ 2) follows
from Theorem 31.1, Proposition 33.1, and Theorem 33.2. �

Universality for maps. Theorem 34.1 applied to trivial bundles E1 and E2 takes the
following form.

Theorem 34.4. Let X be a compact space and γ : X → Ell(2kM), γ ′ : X → Ell(2k ′M) be
continuous maps. Then the following two conditions are equivalent:

1. inda(γ) = inda(γ
′).

2. There are n ∈N and maps β : X→ Ell0(2(n− k)M), β ′ : X→ Ell0(2(n− k ′)M) such
that the maps γ⊕β and γ ′ ⊕β ′ from X to Ell(2nM) are homotopic.

Theorem 34.2 applied to the set V = {2kX,M} of trivial bundles takes the following
form.

Theorem 34.5. Let X be a compact space and Λ be a commutative monoid. Suppose that we
associate an element Φ(γ) ∈ Λ with every map γ : X → Ell(2kM) for every integer k. Then
the following two conditions are equivalent:

1. Φ is homotopy invariant, additive with respect to direct sums, and vanishes on maps to
Ell0(2kM).

2. Φ has the formΦ(γ) = ϑ(inda(γ)) for some (unique) monoid homomorphism ϑ : K1(X)→
Λ.

The analytical index as a homomorphism. Denote by Ell0M the disjoint union of
subspaces Ell0(2kM) ⊂ Ell(2kM) for all k ∈ N; it is a subsemigroup of EllM. The
inclusion Ell0M ⊂ EllM induces the homomorphism [X, Ell0M] → [X, EllM]; we denote
by [X, EllM]0 its image.

Since the analytical index is additive with respect to direct sums, it defines the monoid
homomorphism inda : C(X, EllM) → K1(X). Since the analytical index is homotopy
invariant, this homomorphism factors through the homomorphism C(X, EllM) →
[X; EllM]. Since the analytical index vanishes on maps to Ell0M, it factors through
[X, EllM]/[X, EllM]0. In other words, there exists a monoid homomorphism

κa : [X, EllM]/[X, EllM]0 → K1(X)

such that the following diagram is commutative:

(34.1)
C(X, EllM) [X, EllM] [X, EllM]/[X, EllM]0

K1(X)
inda

κa

Theorem 34.6. Let X be a compact space. Then [X, EllM]/[X, EllM]0 is an Abelian group
isomorphic to K1(X), and the homomorphism κa on diagram (34.1) is an isomorphism.
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Proof. Denote the commutative monoid [X, EllM]/[X, EllM]0 by Λ and the composition
of horizontal arrows on diagram (34.1) by Φ. The homomorphism Φ factor through
[X, EllM] and vanishes on maps to Ell0(2kM). By Theorem 34.5 Φ = ϑ ◦ inda for some
(unique) monoid homomorphism ϑ : K1(X) → Λ. By definition, Φ is surjective. By
Theorem 33.2 inda = indt; by Proposition 27.5(T5) indt is surjective. Thus κa and ϑ are
mutually inverse monoid homomorphisms, so κa is an isomorphism. This completes
the proof of the theorem. �

35 Appendix. Smoothing

This appendix discusses forgetting the smooth structure, that is, the correspondence
V 7→ 〈V〉 for V ∈ VectX,Z. The appendix is devoted to the proof of two technical
results that are used in the main part of the thesis. Proposition 35.2 states that every
vector bundle over X×Z is isomorphic to 〈V〉 for some V ∈ VectX,Z. Proposition 35.3
states that two subbundles V0 and V1 of E are homotopic if the corresponding vector
subbundles 〈V0〉 and 〈V1〉 of 〈E〉 are homotopic.

Smoothing of maps. Let Z and Z ′ be compact smooth manifolds and r be a non-
negative integer. We denote by Cr,∞(Z,Z ′) the space C∞(Z,Z ′) of smooth maps from
Z to Z ′ equipped with the topology induced by the natural inclusion C∞(Z,Z ′) ↪→
Cr(Z,Z ′).

Proposition 35.1. Let X be a compact space and Z, Z ′ be compact smooth manifolds. Then
for every non-negative integer r the following statements hold:

1. The space Cr,∞(Z,Z ′) is locally contractible.

2. The spaceC(X×Z,Z ′) = C(X,C(Z,Z ′)) is locally contractible and containsC(X,C∞(Z,Z ′))
as a dense subset. In particular, every f ∈ C(X,C(Z,Z ′)) is homotopic to some
F ∈ C(X,C∞(Z,Z ′)).

3. If continuous maps f0, f1 : X→ Cr,∞(Z,Z ′) are homotopic as maps from X to C(Z,Z ′),
then they are homotopic as maps from X to Cr,∞(Z,Z ′). Moreover, Hr(f0, f1) is a dense
subset of H0(f0, f1), where Hr(f0, f1) denotes the subspace of C([0, 1]×X,Cr,∞(Z,Z ′))
consisting of maps f such that f|{i}×X = fi for i = 0, 1.

Proof. Let us choose a smooth embedding of Z ′ in Rn for some n; let p : N → Z ′ be
its normal bundle. Denote by Nε the ε-neighborhood of the zero section in N.

Let ε > 0 be small enough, so that the restriction of the geodesic map q : N → Rn to
Nε is an embedding. This embedding allows to identify Nε with the ε-neighborhood
of Z ′ in Rn. We denote the restriction of p to Nε again by p; we will use only this
small part of the normal bundle from now on. The map p takes a point u ∈ Nε to the
(unique) closest point on Z ′.

2a. Let f be an arbitrary element of C(X× Z,Z ′). For every s ∈ [0, 1] and every two
points u, v ∈ Z ′ such that ‖u− v‖Rn < ε, the point w = su + (1 − s)v lies in Nε,
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‖w− p(w)‖ = d(w,Z ′) 6 ‖w− v‖, and

‖p(w) − u‖ = ‖p(w) −w+w− u‖ 6 ‖v−w‖+ ‖w− u‖ = ‖v− u‖ < ε,

so p(w) lies in the ε-neighborhood of u. Thus the formula

(35.1) his(g) = p ◦ (sf+ (1 − s)g)

defines the contracting homotopy of the ε-neighborhood

Uf, ε =
{
g ∈ C(X×Z,Z ′) : ‖g− f‖C(X×Z, Rn) < ε

}
of f in C(X×Z,Z ′). It follows that C(X×Z,Z ′) is locally contractible.

1. If f ∈ C(X,Cr,∞(Z,Z ′)), then formula (35.1) defines the contracting homotopy of
C(X,Cr,∞(Z,Z ′))∩Uf, ε to f. In the particular case of a one-point space X this implies
the first claim of the proposition.

2b. For every y ∈ X choose gy ∈ C∞(Z, Rn) such that ‖gy − f(y)‖C(Z, Rn) < ε. Then

(35.2) Xy =
{
x ∈ X : ‖gy − f(x)‖C(Z, Rn) < ε

}
is an open neighborhood of y. Since X is compact, the open covering (Xy)y∈X of X
contains a finite sub-covering (Xy)y∈I. Choose a partition of unity (ρy)y∈I subordi-
nated to this finite covering. We define the map g ′ : X → C∞(Z, Rn) by the formula
g ′(x) =

∑
y∈I ρy(x)gy. Obviously, g ′ is continuous. By (35.2), ‖g ′(x)(z) − f(x)(z)‖ < ε

for every x ∈ X, z ∈ Z, so the image of g ′ lies in C∞(Z,Nε). The composition g = p◦g ′
is a continuous map from X to C∞(Z,Z ′). Moreover, g and f are homotopic as con-
tinuous maps from X× Z to Z ′, with a homotopy given by the formula (35.1). This
proves the density of C(X,C∞(Z,Z ′)) in C(X,C(Z,Z ′)) and completes the proof of the
second claim of the proposition.

3. Let f : [0, 1] × X → C(Z,Z ′) be a homotopy between f0, f1 ∈ C(X,Cr,∞(Z,Z ′)).
By the second claim of the proposition, C([0, 1]× X,C∞(Z,Z ′)) is dense in C([0, 1]×
X,C(Z,Z ′)). Thus there is a continuous map F : [0, 1] × X → Cr,∞(Z,Z ′) such that
‖F− f‖C([0,1]×X×Z, Rn) < ε. The last inequality implies ‖Fi − fi‖C(X×Z, Rn) < ε for
i = 0, 1, where Fi = F|{i}×X. Applying again the second claim of the proposition,
we obtain a homotopy h(i) : [0, 1] × X → Cr,∞(Z,Z ′) between Fi and fi such that∥∥∥h(i)s − fi

∥∥∥
C(X×Z, Rn)

< ε for all s ∈ [0, 1]. Concatenating h(0), F, and h(1) and suit-

ably reparametrizing the result, we obtain the path in C(X,Cr,∞(Z,Z ′)) connecting
f0 with f1 and lying in the ε-neighborhood of f. This proves the third claim of the
proposition. �

Smoothing of subbundles. Let us recall some designations from the main part of
Part VI. Let X be a topological space and Z be a smooth manifold. We denoted
by VectX,Z the class of all locally trivial fiber bundles E over X, whose fiber Ex is a
smooth Hermitian vector bundle over Z for every x ∈ X and the structure group is
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the group U(Ex) of smooth unitary bundle automorphisms of Ex equipped with the
C1-topology. We say that W ⊂ V is a subbundle of V ∈ VectX,Z if W ∈ VectX,Z and
Wx is a smooth subbundle of Vx for every x ∈ X. For V ∈ VectX,Z we denoted by
〈V〉 the vector bundle over X× Z whose restriction to {x}× Z is the fiber Vx with the
forgotten smooth structure. Similarly, for a subbundle W of V we denote by 〈W〉 the
corresponding vector subbundle of 〈V〉.

Proposition 35.2. Let X be a compact space, Z be a compact smooth manifold, and V be a
subbundle of a trivial vector bundle kX×Z. Then V is homotopic to 〈V〉 for some subbundle
V of kX,Z. In particular, every vector bundle over X × Z is isomorphic to 〈V〉 for some
V ∈ VectX,Z.

Proof. Let f : X×Z→ Gr(Ck) be the continuous map corresponding to the embedding
V ↪→ kX×Z. By Proposition 35.1(2), f considered as a map from X to C(Z, Gr(Ck)) is
homotopic to a continuous map F : X→ C1,∞(Z, Gr(Ck)). Such a map F defines a fiber
bundle V over X, whose fiber Vx is a smooth subbundle of kZ given by the smooth
map F(x) : Z→ Gr(Ck). A homotopy between F and f induces the homotopy between
the vector subbundles 〈V〉 and V of kX×Z.

Let x0 be an arbitrary point of X and F0 = F(x0). By Proposition 35.1(1), there is a
contractible neighbourhood U ′ of F0 in C1,∞(Z, Gr(Ck)). Let h be a corresponding
contracting homotopy. Then the restriction of F to U = F−1(U ′) ⊂ X is homotopic,
as a map from U to C1,∞(Z, Gr(Ck)), to the constant map U 3 x 7→ F0, with the
homotopy Hs(x) = hs(F(x)). It follows that the restriction of V to U is a trivial bundle.
Thus V ∈ VectX,Z and V is a subbundle of kX,Z, which completes the proof of the
proposition. �

Proposition 35.3. Let X and Z be as in Proposition 35.2. Let E ∈ VectX,Z and V0, V1 be
subbundles of E. Suppose that 〈V0〉 and 〈V1〉 are homotopic as subbundles of 〈E〉. Then V0

and V1 are homotopic subbundles of E.

Proof. Consider first the case of a trivial E = kX,Z. Then Vi can be identified with a
continuous map Fi : X→ Cr,∞(Z, Gr(Ck)), i = 1, 2. Since 〈V0〉 and 〈V1〉 are homotopic
as subbundles of 〈E〉, F0 and F1 are homotopic as maps from X to C(Z, Gr(Ck)). By
Proposition 35.1(3), they are homotopic as maps from X to Cr,∞(Z, Gr(Ck)). It follows
that V0 and V1 are homotopic subbundles of E.

Let now E be an arbitrary element of VectX,Z.

Denote by Γ̃E the vector space of continuous maps X 3 x 7→ Γ1,∞Ex, where Γ1,∞Ex
denotes the space of smooth sections of Ex with the C1-topology. It is finitely gener-
ated as an A-module, where A = C(X,C1,∞(Z, C)). Indeed, let (Xi) be a finite open
covering of X such that the restriction Ei of E to Xi is a trivial bundle with a fiber Ei.
Let (ρi) be a partition of unity subordinated to this finite covering, and let (vij) be a
finite generating set for Γ∞Ei. Then uij = ρivij form a finite generating set for Γ̃E.

Let (ui)
k
i=1

be a finite generating set for the A-module Γ̃E. For every x ∈ X, the
set (ui(x)) of smooth sections of Ex generates Γ∞Ex as a C∞(Z, C)-module and thus
defines the smooth surjective bundle morphism πx : kZ → Ex continuously depending
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on x. Then the kernel Kx of πx continuously depends on x and is locally trivial. Thus
the family (Kx) of smooth vector subbundles of kZ defines the subbundle K of kX,Z.
Denote by K the continuous map from X to C1,∞(Z, Gr(Ck)) corresponding to K.
Obviously, subbundles of E are in one-to-one correspondence with subbundles of
kX,Z containing K.

Let V0, V1 be subbundles of E. Denote by W0, W1 the corresponding subbundles of
kX,Z and by F0, F1 the corresponding maps from X to C1,∞(Z, Gr(Ck)). If 〈V0〉 and
〈V1〉 are homotopic as subbundles of 〈E〉, then there is a homotopy h : [0, 1]× X →
C(Z, Gr(Ck)) between F0 and F1 such that hs(x)(z) ⊃ K(x)(z) for every s ∈ [0, 1],
x ∈ X, and z ∈ Z.

Equip Gr(Ck) with a smooth Riemannian metric. For L ∈ Gr(Ck) denote by GrL(Ck)
the submanifold of Gr(Ck) consisting of subspaces of Ck containing L. Denote by
pL : NL → GrL(Ck) the normal bundle of GrL(Ck) in Gr(Ck), and by NL,ε the ε-
neighborhood of the zero section in NL. Let ε > 0 be small enough, so that for
every L ∈ Gr(Ck) the geodesic map qL : NL,ε → Gr(Ck) is an embedding. Similarly to
the proof of Proposition 35.1, we identify NL,ε with the ε-neighborhood of GrL(Ck) in
Gr(Ck). The map pL smoothly depends on L with respect to this identification.

By Proposition 35.1(3), there is a homotopy H : [0, 1]× X → C1,∞(Z, Gr(Ck)) between
F0 and F1 such that the distance between Hs(x)(z) and hs(x)(z) is less then ε for all
s, x, and z. Then the continuous map F : [0, 1] × X → C1,∞(Z, Gr(Ck)) defined by
the formula Fs(x)(z) = pK(x)(z)(Hs(x)(z)) is a homotopy between F0 and F1 such that
Fs(x)(z) ⊃ K(x)(z) for every s, x, and z. Thus F defines the homotopy (Ws) between
W0 and W1 such that K is a subbundle of Ws for every s ∈ [0, 1]. Factoring by K, we
obtain the homotopy (Vs) between V0 and V1 as subbundles of E, which completes
the proof of the proposition. �
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Appendix A
Dirac operators on planar domains
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In this appendix we apply Theorem 23.1 to Dirac operators on a planar domain. Our
aim is to provide the reader with the simplest and most basic examples. In addition,
these examples may be useful for condensed matter physics; one of the possible
applications is to the Aharonov-Bohm effect for a single-layer graphene sheet with
holes.

In these examples, we consider a one-parameter family (Dt) of Dirac operators on
a planar domain. We suppose that all the operators Dt have the same symbol and
that D0 and D1 are conjugated by a scalar gauge transformation. We consider all the
operators Dt with the same boundary condition.

In the last section of the appendix, we compute the spectral flow for 4-dimensional
Dirac operators in terms of the “general boundary conditions for the Dirac equation”
formulated by Akhmerov and Beenakker in [AB].

All these examples are taken from the author’s earlier paper [P1]. However, in [P1]
the spectral flow was computed explicitly only for the case of an annulus. The spectral
flow formula for a disk with more than one hole was obtained there only up to a
multiplicative integer constant. In Part V of the thesis we compute this constant
explicitly for the general case, which allows us to give an exact value of the spectral
flow for all the examples considered in the appendix.

36 Dirac operators: the simplest case

Let M be a compact planar domain bounded by m smooth curves (topologically it is
a disk with m− 1 holes).

Let D be the Dirac operator on M,

(36.1) D = −i

(
0 ∂1 − i∂2

∂1 + i∂2 0

)
,

where ∂i denotes the partial derivative ∂/∂xi and x = (x1, x2) are coordinates on
M ⊂ R2. D acts on spinor-valued functions, which we identify with column vectors
of two complex-valued functions:

u =

(
u+

u−

)
, u± : M→ C.

A Dirac operator with non-zero vector potential has the form

D = D +Q, where Q =

(
0 q̄

q 0

)
and q is a smooth function from M to C.

Let g : M→ U(1) = {z ∈ C : |z| = 1} be a scalar gauge transformation. The conjugation
by g takes the Dirac operator D0 = D +Q0 to the Dirac operator D1 = gD0g

−1 =
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D +Q1. Let

(36.2) Dt = D +Qt, Qt =

(
0 qt
qt 0

)
,

be a one-parameter family of Dirac operators connecting D0 with D1. In other words,
qt is a smooth function from M to C continuously depending on t ∈ [0, 1] and satis-
fying the conjugation condition

q1 − q0 = ig−1 (∂1g+ i∂2g) .

A self-adjoint elliptic local boundary condition for Dt has the form

(36.3) i(n1 + in2)u
+ = Tu− on ∂M,

where T : ∂M → R \ {0} is a smooth function defining the boundary condition and
n = (n1,n2) is the outward normal to the boundary ∂M at point x.

Remark 36.1. A local boundary condition for Dt is elliptic if and only if it can be
written in the form (36.3) with T : ∂M → C \ {0}. Such a boundary condition is self-
adjoint if and only if the function T is real-valued.

Remark 36.2. D = D +Q is the Dirac operator on the trivial 2-dimensional complex
vector bundle overMwith the compatible unitary connection defined by the function
q : M→ C. So the change of qt with t is equivalent to a change of the connection.

The boundary condition (36.3) is gauge invariant with respect to conjugation by g,
while D0 and D1 are conjugated by g. So the operators D0, D1 with the same bound-
ary condition (36.3) are isospectral, and the spectral flow of the family Dt determines
a shift of the spectrum of Dt when t runs from 0 to 1.

Proposition 36.3. The spectral flow of the family (Dt), t ∈ [0, 1], with boundary condition
(36.3) is given by the formula

sf (Dt, T) =
m∑
j=1

εjgj,

where gj is the degree of the restriction of g to ∂Mj and

εj =

{
1, if T < 0 on ∂Mj

0, if T > 0 on ∂Mj
.

Here ∂Mj are the connected components of the boundary of M equipped with an orientation
in such a way that the pair (outward normal to ∂Mj, positive tangent vector to ∂Mj) has
positive orientation on the plane (x1, x2).

Note that since T does not take zero values, it has a definite sign at each boundary
component ∂Mj, so the constants εj are well defined. The restriction of g to the j-th
connected component of ∂M gives us a map from the circle ∂Mj to the circle U(1); gj
is the degree of this map.

Proof. This is an immediate corollary of Theorem 23.1. �
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Remark 36.4. Boundary condition (36.3) coincides with the boundary condition of
Berry and Mondragon for the “neutrino billiard” [Be] up to replacement of B by 1/T .
In physical terms, a one-parameter family of Dirac operators (36.2) describes the sit-
uation of a magnetic field varying continuously so that the following two conditions
are fulfilled:

(1) the magnetic field at t = 1 coincides with the magnetic field at t = 0 all over the
interior of M,

(2) the fluxes through the j-th hole at t = 1 and at t = 0 differ by an integer number
gj in the units of the flux quantum.

Suppose that j = m corresponds to the outer boundary component and that j =
1, . . . ,m− 1 enumerate the holes. Since gm = −

∑m−1

j=1
gj, we can reformulate Proposi-

tion 36.3 as follows. The spectral flow of the family of operators (36.2) with boundary
condition (36.3) is given by the formula

(36.4) sf (Dt, T) =
m−1∑
j=1

(εj − εm)gj.

Thus the variation of the magnetic field through the j-th hole contributes to the value
of the spectral flow with the coefficient (εj − εm).

In particular, in the case of one hole equality (36.4) takes the form

sf (Dt, T) = (ε1 − ε2)deg(g).

If the signs of T are the same on all boundary components, then the spectral flow is
zero, no matter how the magnetic field is varied (if only conditions (1-2) above are
fulfilled). On the contrary, if T takes positive values on some boundary component
and negative values on another, then one can vary the magnetic field so that the
spectral flow does not vanish.

37 2k-dimensional Dirac operators

Let M be as in the previous section. The standard 2k-dimensional Dirac operator has
the form

(37.1) D = −i (σ1∂1 + σ2∂2) , where σ1 =

(
0 Ik
Ik 0

)
, σ2 =

(
0 −iIk
iIk 0

)
,

and Ik is the k× k unit matrix.

We will consider operators of the form D = D +Q(x) acting on spinor functions

(37.2) u =

(
u+

u−

)
, u± : M→ Ck,
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where Q is a smooth map from M to the space Bsa(C2k) of complex self-adjoint
2k× 2k matrices.

A self-adjoint elliptic local boundary condition for the operator D +Q has the form

(37.3) i(n1 + in2)u
+ = Tu− on ∂M,

where T is a smooth map from ∂M to the space of complex self-adjoint invertible
k× k matrices and n(x) = (n1,n2) is the outward conormal to ∂M at point x.

The equivalent representation of boundary condition (37.3) is

(37.4)
(
i (n1σ1 +n2σ2) +

(
T−1

0

0 −T

))
u = 0 on ∂M.

Remark 37.1. A local boundary condition for Dt is elliptic if and only if it can be
written in the form (36.3) with T(x) invertible for every x; such a boundary condition
is self-adjoint if and only if T(x) is self-adjoint for every x.

Proposition 37.2. Let Qt(x) be a continuous one-parameter family of self-adjoint 2k× 2k

matrices smoothly depending on x ∈ M such that D +Q1 = g (D +Q0)g
−1 for some

smooth gauge transformation g : M→ U(1). Let T be a smooth map from ∂M to the space of
complex self-adjoint invertible k× k matrices. Then the spectral flow of the family (D +Qt)
with boundary condition (37.3) is given by the formula

sf (D +Qt, T) =
m∑
j=1

εjgj,

where gj is the degree of the restriction of g to the j-th connected component ∂Mj of the
boundary and εj is the number of negative eigenvalues of T (counting multiplicities) on ∂Mj

(this number is correctly defined due to the nondegeneracy of T ).

Proof. This is an immediate corollary of Theorem 23.1. �

38 The spectral flow for k = 2 in terms of condensed
matter physics

In this section we compare our boundary condition (37.3) with the “general bound-
ary conditions” for 4-dimensional Dirac operators formulated by Akhmerov and
Beenakker in [AB] and give some computations for the spectral flow in terms of
[AB].

In this section we will temporarily use notations of [AB] in their original form and
will formulate our results in the same terms.

The long-wavelength and low-energy electronic excitations in graphene (a one-atom-
thick planar sheet of single carbon atoms that are densely packed in a honeycomb
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crystal lattice) considered in [AB] are described by the Dirac equation HΨ = EΨ with
the Hamiltonian

(38.1) H = vτ0 ⊗ (σ · p)

acting on a four-component spinor wave function Ψ = (ΨA,ΨB) (in our notations, Ψ
is a two-dimensional spinor function, ΨA = u+, ΨB = u−, k = 2). Here v is the Fermi
velocity, p = −i h∇ is the momentum operator, σ · p = −i h (σ1∇1 + σ2∇2), matrices
τi,σi are Pauli matrices in valley space and sublattice space, respectively:

σ0 =

(
1 0

0 1

)
, σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
, τi = σi.

The general energy-independent boundary condition posed in [AB] has the form

(38.2) Ψ = MΨ on the boundary,

where M is a self-adjoint unitary 4× 4 matrix depending on the point x ∈ ∂M and
anticommuting with the current operator vτ0 ⊗ (σ · nB). Here nB is the outward
normal to the boundary of M at x, so nB = (n1,n2) in our previous notations, and
σ ·nB = n1σ1 +n2σ2.

Let us compare (38.2) with our boundary condition (37.3).

At first note that the condition “M is a self-adjoint unitary matrix anticommuting
with the current operator” means nothing but the condition of self-adjointness of the
boundary problem (38.2). The authors of [AB] do not require local ellipticity of the
boundary condition; however, in the absence of local ellipticity the spectrum of the
operator is no longer expected to be discrete. The boundary condition (38.2) is both
locally elliptic and self-adjoint if and only if the matrix function M can be represented
by the formula

M = I2k − 2

(
Ik + T

2
0

0 Ik + T
2

)−1
(
Ik in̄T

−inT T2

)
for some complex self-adjoint invertible k× k matrix function T . In this case, bound-
ary condition (38.2) is equivalent to our boundary condition (37.4).

The set of all possible self-adjoint unitary 4 × 4 matrices anticommuting with the
current operator is parametrized in [AB] by the following 4-parameter family:

(38.3) M = sinΛ ν0 ⊗ (n1 ·σ) + cosΛ (ν · τ )⊗ (n2 ·σ),

whereΛ(x) is the “mixing angle”, ν(x), n1(x), n2(x) are unit vectors in R3 = {(x1, x2, x3)}
such that n1 and n2 are mutually orthogonal and also orthogonal to the boundary
normal nB(x), (ν · τ ) =

∑
3

i=1
νiτi, and (nj ·σ) are defined analogously.

Let us describe the ellipticity condition for the boundary problem (38.2) in terms of
(Λ,ν,n1,n2) and compute εj as functions of these parameters.
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From now on we will suppose that the frame (nB,n1,n2) is positively oriented in R3,
that is its orientation coincides with the orientation of the frame (e1, e2, e3) of basis co-
ordinate vectors. This is possible because parameters (Λ,n1,n2,ν) and (−Λ,−n1,n2,ν)
define the same matrix M, so in the case of a negatively oriented frame (nB,n1,n2)
we can change the signs of n1 and Λ simultaneously to obtain the positive orientation
of the frame.

Let ϕ be a function from the boundary to the circle R mod 2π such that n2 = sinϕ ·
η+ cosϕ · e3, where e3 is the unit vector in R3 in the direction of x3, and η(x) is the
unit tangent vector to the boundary at x ∈ ∂M such that the pair (nB(x),η(x)) has
the positive orientation on the plane (x1, x2). Then n1 = cosϕ · η− sinϕ · e3, and M

is determined by the triple (Λ,ϕ,ν).

The following two propositions are Propositions 1-2 from [P1].

Proposition 38.1. The boundary condition (38.2) is locally elliptic for the Dirac operator
(38.1) if and only if Λ + ϕ 6= 0 (modπ) and Λ − ϕ 6= 0 (modπ) at every point of the
boundary ∂M.

In other words, the boundary condition is not locally elliptic if and only if n2 =
± sinΛη± cosΛe3 for some x ∈ ∂M and for some combination of signs ±.

Proposition 38.2. If the boundary condition (38.2) is locally elliptic for the Dirac operator
(38.1), then it is equivalent to boundary condition (37.3) with T = µ+P+ + µ−P−, where

P± =
µ0 ± (ν · τ )

2

, µ+ = cot
Λ+ϕ

2

, µ− = tan
Λ−ϕ

2

.

Here µ± are the eigenvalues of T and P± are the orthogonal projections on the invariant
subspaces of T corresponding to the eigenvalues µ±.

Proposition 38.3. Let Qt(x) be a continuous one-parameter family of self-adjoint 4× 4 ma-
trices smoothly depending on x ∈ M such that H+Q1 = g (H+Q0)g

−1 for some smooth
gauge transformation g : M → U(1). Suppose that the boundary condition (38.2) is locally
elliptic for the Dirac operator (38.1). Then the spectral flow of the family (H+Qt) with this
boundary condition is described by the formula

sf (H+Qt,M)t∈[0,1] =

m∑
j=1

εjgj,

where gj is the degree of the restriction of g to ∂Mj and εj depends only on the values of Λ,
ϕ at the j-th boundary component ∂Mj:

εj =


0, if both Λ+ϕ, Λ−ϕ belong to the interval (0,π)
2, if both Λ+ϕ, Λ−ϕ belong to the interval (π, 2π)

1, if one of Λ+ϕ, Λ−ϕ belongs to the interval (0,π) and another to the interval (π, 2π)

Proof. This proposition follows immediately from Propositions 37.2 and 38.2. �
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 תקציר

 חלקעל משטח משון אצמודים לעצמם מסדר רהאופרטורים דיפרנציאליים אליפטיים בהחיבור עוסק 

שפה מקומיים אליפטיים  יעם תנאי האלההאופרטורים את  יםחוקר ואנ. שפהעם ו עם אוריינטציה קומפקטי

 .צמודים לעצמםה

ערכי בעיות י תבין ש ותהמחבר שפה כיבעיות ערמסילות במרחב של להחלק הראשון של התוצאות נוגע 

אלה המסילות האת הזרימה הספקטרלית עבור  יםמחשב ואנ .אוטומורפיזם אוניטריעל ידי   ותשצמוד שפה

 .שפהמבחינת הנתונים הטופולוגיים ב

מרחב התלויות בפרמטר הרץ בתוך  ערכי שפהבעיות החלק השני של התוצאות נוגע למשפחות של 

 יםכלומר מחשב, משפחות כאלהעבור  הינדקס משפחאמשפט  יםמוכיח ואנ .𝑋 כלשהו טופולוגי קומפקטי

  .שפההנתונים הטופולוגיים ב באמצעות 𝐾1(𝑋) -ב המוערךשל משפחה ינדקס האנליטי אאת ה

 . ערכי שפההמרחב של בעיות 

על  נסמן .𝑀וקטורי הרמיטי מעל ו אגד 𝐸 הייו ,𝑀∂ שפהעם ו עם אוריינטציהקומפקטי  חלקמשטח  𝑀הי י

𝐸𝑙𝑙̅̅ ידי ̅̅ (𝐸)   את המרחב של כל הזוגות (𝐴, 𝐿) ש כך-𝐴 ולעצמ צמודה אופרטור דיפרנציאלי אליפטי הוא 

 יםמצייד ואנ .ולעצמ צמודה 𝐴-ל תנאי שפה מקומי אליפטיהוא  𝐿-ו 𝐸 של חתכיםהעל  הפועל שוןארמסדר 

𝐸𝑙𝑙̅̅ את ̅̅ (𝐸) תבטופולוגי 𝐶1  תבטופולוגי ,יםאופרטורהשל בסמלים 𝐶0 ים, אופרטורהשל  פשייםוח יםאיברב

 .שפהה יתנאיב 𝐶1 תבטופולוגיו

 הנתונים הטופולוגיים

,𝐴)  ערכי שפה יתמכל בעי 𝐿)  קטוריוו אגד-תנתונים טופולוגיים המקודדים בת יםוציאמאנו 𝐹 = 𝐹(𝐴, 𝐿) 

,𝐹(𝐴 האגד-תת. 𝑀�� לשפה 𝐸של צמצום ההוא   ��𝐸כאשר,  ��𝐸של 𝐿)  בתלוי רק- 𝐿  סמל השל  בצמצוםו

,𝐹(𝐴 בתזה, יםמרא ואנכפי ש .לשפה  𝐴של  𝐿) את כל המידע אודות  כילמ  (𝐴, 𝐿)  הדרוש לנו כדי לחשב

 .ההמשפח ינדקסאאת הזרימה הספקטרלית ואת 

 הזרימה הספקטרלית

אנליטי חשוב, הזרימה  נטאריואינועצמם יש לצמודים ה Fredholm יאופרטורשל  המסילנזכיר של

 מעברב חוצים את האפס )הנמנה עם סימנים מתאימים(שווה למספר הערכים העצמיים הה ,הספקטרלית

  לסופה. המסילמתחילת ה

:𝛾 תהי [0,1] → 𝐸𝑙𝑙̅̅ ̅̅ (𝐸) ,γ𝑡 = (𝐴𝑡, 𝐿𝑡) , כך ש ערכי שפהשל בעיות  הפרצימסילה- 𝐴1 = 𝑔𝐴0𝑔∗ ו-

𝐿1 = 𝑔𝐿0  אוניטריאוטומורפיזם  עבור איזשהו 𝑔  של𝐸 .ית פרמטר-החד המשפחה אז𝐹𝑡 = 𝐹(𝐴𝑡, 𝐿𝑡) 

𝐹1 תנאיאת ה מתיקימ   ��𝐸שלאגדים -של תת = 𝑔𝐹0.  נדביק𝐹1 ל-𝐹0 על ידיהניתן  פיתולעם ה 𝑔  ונקבל

,ℱ(γוקטורי ו אגד 𝑔) מעל 𝜕𝑀 × 𝑆1 . 
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 הזרימה הספקטרלית: תנוסחהיא של התזה  V התוצאה העיקרית של חלק

,ℱ(γהראשונה של  Chern תמחלקערך של לשווה  γשל  הזרימה הספקטרלית .1משפט  𝑔) ת מחלק על

𝑀∂ית של יסודה ההומולוגיה × S1
, 

sf(γ) = 𝑐1(ℱ(γ, 𝑔))[∂𝑀 × S1]. 

אם נדרוש , מסילות כאלהשל אוניברסלי אדיטיבי נט אריושהזרימה הספקטרלית היא אינו יםמרא ואנ, בנוסף

 .כיםיהפ אופרטוריםמסילות של התאפסות על 

 המשפחהינדקס א

התלויות בפרמטר הרץ  ערכי שפהבעיות  שללמשפחות  Vלים את התוצאות של חלק יכלמאנו  VIחלק ב

על ידי  פתוחלמעם ערכים שלמים  זה, הזרימה הספקטרליתהבמקרה  .𝑋 כלשהו קומפקטי מרחבב

 .K1(𝑋)לית האב חבורהבערכים  מקבלהאינדקס האנליטי ה

:γכל משפחה ל 𝑥 ↦ (𝐴𝑥, 𝐿𝑥) הטופולוגי  ינדקסאם את המתאימיאנו  אתכזind𝑡(γ) ∈ K1(𝑋) להלןדכ. 

𝐹𝑥 המשפחה = 𝐹(𝐴𝑥, 𝐿𝑥) של אגדים -של תת𝐸𝜕 קטורי וו אגד מגדירהℱ(𝛾) מעל ∂𝑀 × 𝑋.  הגורם

בעזרת ההומומורפיזם הטבעי  , שכל אחד מהם הוא מעגל.שפההשל רכיבי  זרהוא האיחוד ה 𝑀∂הראשון 

 K0(S1 × 𝑋) → K1(𝑋) זםהומומורפי נקבל, שפהעל מרכיבי המכום יוהס  

Ind𝑡:  K0(∂𝑀 × 𝑋) → K1(𝑋). 

K0(∂𝑀  -ב ℱ(𝛾) המחלקה של על Ind𝑡של  כערך γגדיר את האינדקס הטופולוגי של נ  × 𝑋), 

ind𝑡(𝛾) ≔ Ind𝑡[ℱ(𝛾)] ∈ K1(𝑋). 

 :המשפחהינדקס אמשפט היא  VIשל חלק  ראשונהההתוצאה 

 .שלו אינדקס הטופולוגיל שווה γשל  האנליטי ינדקסאה .2משפט 

אנו . כאלהשפה כי בעיות ער שללמשפחות  ינדקסאהשל אוניברסליות ה היא VIשל חלק  שניההתוצאה ה

של  החבורה-מודולו תתה כאלשל משפחות  יההומוטופ מחלקותשל  Grothendieckשחבורת מראים 

אנו מוכיחים תוצאות ינדקס. אה איזומורפיזם ניתן על ידיה כאשר, K1(𝑋) -ל תאיזומורפי ותכיהפמשפחות 

 .Grothendieck חבורתבלי לעבור ל ה,כאלשל משפחות  לגבי חבורות למחצהחזקות עוד יותר 


